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Abstract

This report summarizes the research conducted and results obtained under the Laboratory-Directed Research and Development (LDRD) project, “Combinatorial Optimization with Demands,” from October 2010 to September 2012. Complex resource allocation problems are ubiquitous in mission-driven applications. We investigated resource allocation problems endowed with additional parameters called demands, which allow for richer modeling. Demand-endowed resource allocation problems are considerably harder to solve than their traditional counterparts, and we developed a conceptually simple but powerful new framework called iterative packing which allowed us to address the added complexity of demands. By leveraging iterative packing, we designed approximation algorithms to solve a large class of hard resource allocation problems with demands. Approximation algorithms are efficient heuristics which also offer a performance guarantee on the worst case deviation from the cost of an optimal solution. Our algorithms offer better performance guarantees over previously known algorithms; moreover, we are able to show that our algorithms provide performance guarantees that are likely close to best possible.
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1 Introduction

In many combinatorial optimization and resource allocation scenarios, many commodities or resources are discounted when purchased in bulk, and others such as piping and cabling may only be available in a small number of types of varying capacity and cost. Such scenarios result in a nonlinear relationship between cost and capacity, which may be modeled by infusing traditional combinatorial optimization models with a feature called demands. Thus the challenge is to design algorithms for models endowed with demands while leveraging the rich and immense mathematical infrastructure developed for more traditional non-demand linear and combinatorial optimization. Even without considering economies of scale or demands, most of the underlying problems we consider are already NP-hard; a means of mitigating this is designing an approximation algorithm, an efficient heuristic algorithm that provides a worst-case performance guarantee relative to the cost of an optimal solution.

Our main results are simple but high-quality approximation algorithms for a large class of resource allocation problems that significantly advance the state of the art. In the remainder of this section we provide a brief and self-contained introduction to designing approximation algorithms for combinatorial optimization problems, highlighting the main challenges as well as the general technique on which our algorithms are based.

1.1 Integer programming

A technique that has proven remarkably effective in solving resource allocation and more general combinatorial optimization problems is integer programming. An integer programming problem, or integer program (IP), takes the following form:

\[
\max \{ c \cdot x \mid Ax \leq b \text{ and } x \text{ is an integer vector}\}, \tag{1.1}
\]

where the constraint matrix \( A \) and vectors \( b \) and \( c \) define the problem instance. We require that the entries of \( A, b, \) and \( c \) are rational and, by scaling, may assume without loss of generality that they are integer. A feasible solution \( x \) is any integer vector that satisfies the linear constraints \( Ax \leq b \), while an optimal solution is a feasible solution \( x \) that also maximizes the objective function, \( c \cdot x \) over all feasible solutions. Thus we may think of solving an IP as finding an integer vector \( x \) maximizing \( c \cdot x \) subject to the constraints \( Ax \leq b \).

Although perhaps not apparent, integer programs are extremely effective in modeling combinatorial optimization problems. For example, one may express the well-known and fundamental maximum weight matching problem as a simple IP. A matching in a graph \( G = (V, E) \) is simply a set of edges such that no two edges in the set share a common vertex. If we are given weights, \( c \) on the edges, the maximum weight matching problem seeks to find a matching of maximum possible
weight in $G$. An IP for maximum weight matching follows:

Maximize $\sum_{e \in E} c_e x_e$

subject to $\sum_{e \in \delta(v)} x_e \leq 1 \quad \forall v \in V$ \hspace{1cm} (1.2)

$0 \leq x_e \leq 1 \quad \forall e \in E$ \hspace{1cm} (1.3)

$x_e$ integer $\forall e \in E$. \hspace{1cm} (1.4)

The above IP is presented in a common but slightly different form than (1.1). In particular the rows of $A$ are expressed in a compact quantified form, i.e. (1.2) expands to $|V|$ inequalities. Thus the constraint matrix $A$ corresponding to the above IP would have $|V| + 2|E|$ rows, since (1.3) corresponds to both $-x_e \leq 0$ and $x_e \leq 1$. To see that the above IP indeed captures maximum weight matching, first note that each entry of the vector $x$ corresponds to an edge in $G$, and the constraints (1.3) and (1.4) ensure that for each edge $e$, $x_e \in \{0, 1\}$. This allows us to treat any feasible solution, $x$ as a vector indicating which edges to select in a matching, i.e. precisely those edges with $x_e = 1$ are selected. By this correspondence, every feasible solution represents a matching since the constraints (1.2) ensure that for every vertex $v$, no more than one edge containing it is selected (the notation $\delta(v)$ refers to the set of edges adjacent to $v$).

Integer programming provides a rich medium for expressing combinatorial optimization problems, and for our purposes, we may simply define a combinatorial optimization problem as one which can be expressed as an IP. Unfortunately an IP formulation of a combinatorial optimization problem does not immediately lend itself to an efficient algorithm; solving an IP in general is NP-hard. However, by dropping the requirement that $x$ be an integer vector from (1.1), we drastically reduce the complexity of the problem:

$$\max \{ c \cdot x \mid Ax \leq b \text{ and } x \text{ is a real vector} \}.$$ \hspace{1cm} (1.5)

This problem is called linear programming and the above is a linear program (LP). Surprisingly, any LP can be solved in polynomial time, while as noted above, solving IPs is NP-hard. Nevertheless, exact IP algorithms that may take exponential time in the worst case are perhaps the most widespread and effective general means of solving practical instances of combinatorial optimization problems.

1.2 Demands

Integer Programs derived from combinatorial optimization problem are typically dominated with constraints that have coefficients that are ether 0 are 1. This is an artifact of modeling combinatorial structures. For example, consider the constraints (1.2) from our maximum weight matching IP. This constraint captures the combinatorial structure of a matching, i.e. that no two selected edges should share a vertex. We formulated this as a linear constraint by insisting that at most one edge adjacent to each vertex is selected, which results in a constraint with 0 or 1 coefficients. It turns out that such 0-1 constraints are expressive enough to model a variety of combinatorial structures;
moreover, these constraints are easier for general purpose IP solvers to handle than those with large coefficients.

On the other hand, allowing coefficients beyond 0 or 1 does add an added level of richness. For example, consider a simple constraint that says that we must select at most ten items among a larger collection:

\[ \sum_i x_i \leq 10, \quad (1.6) \]

where we assume that each variable is also constrained to be 0 or 1. Note that (1.2) is a version of this type of constraint. As one may imagine, such constraints are quite common.

Now if we allow the coefficients of such a constraint to take potentially larger values, \( d_i \), then we get:

\[ \sum_i d_i x_i \leq 10. \quad (1.7) \]

This also has a natural interpretation: each item \( i \) has a cost \( d_i \) associated with it, and we may select any combination of items with a total cost of at most 10. Thus this imposes a natural budget constraint on some resource, such as money, time, fuel, workforce, etc. This type of constraint is also known as a knapsack constraint.

We call the quantities \( d_i \) demands, and we may consider the demand-endowed version of any natural 0-1 combinatorial optimization problem. We saw above that endowing the 0-1 constraint, (1.6) with demands results in the knapsack problem, (1.7). We may also consider endowing the maximum weight matching problem with demands. This results in a problem called demand matching that is a natural generalization of both matching and knapsack, for which we obtain a new approximation algorithm.

Demands are instrumental in modeling economies of scale, indivisible bundles of goods, all or nothing scenarios in routing problems as well as other types of resource allocation constraints. Unfortunately problems with demand constraints are considerably harder to solve than their 0-1 counterparts. Although we could simply ignore the underlying combinatorial structure of a demand problem and try using a general purpose IP solver, this is likely to result in poor performance. We show that for a large class of resource allocation problems called sparse packing problems, that we are able to solve the demand version of the problem while still leveraging underlying combinatorial structure.

### 1.3 Approximation algorithms

All the combinatorial optimization problems we consider are NP-hard, hence it is unreasonable to expect an efficient algorithm that always produces an optimal solution. However we may set our sights on efficient algorithms that always produce an approximately optimal solution. Such algorithms are commonly known as heuristics, yet one issue with such algorithms is that they provide no guarantee on how close the solutions they produce are to an optimal solution. Approximation
algorithms remedy this by providing a mathematical guarantee on their worst case performance relative to the optimal value.

The fact that high quality approximation algorithms exist is surprising, because for NP-hard problems it is also typically NP-hard to even compute just the value of an optimal solution rather than the solution itself. Although their design is generally driven by the same sorts of intuitive insights as heuristics, approximation algorithms are often more complicated in order to provide the provable guarantee on their performance. This along with the observation that many heuristics empirically tend to produce nearly optimal solutions on practical instances are common criticisms of approximation algorithms. Yet designing approximation algorithms is an important endeavor because one often gains a great deal of mathematical insight into a problem which may offer suggestions for simpler and easier to implement heuristics. Also the performance guarantee offered by an approximation algorithms is a worst-case bound, and the algorithm may perform vastly better on practical instances. One advantage of the iterative packing framework which we developed and the resulting approximation algorithms is that they are very easy to implement.

Approximation algorithms are typically parameterized by their performance guarantee. We formally define this notion below.

**Definition 1.1 (Approximation algorithm).** For a constant $\alpha \geq 1$, an $\alpha$-approximation algorithm is a polynomial-time algorithm that for any problem instance $I$, produces a solution of objective value at least $\frac{1}{\alpha} \cdot \text{OPT}_I$, where $\text{OPT}_I$ is the optimal objective value for the instance $I$.

Thus an $\alpha$-approximation algorithm is able to always produce a solution of weight at least $\frac{1}{\alpha}$ of the best possible. Since we seek to maximize the objective function, the smaller the value of $\alpha$, the better the algorithm. A 1-approximation is simply an exact algorithm. We usually call $\alpha$ the performance ratio or performance guarantee. Many NP-hard combinatorial optimization problems exhibit an interesting phenomenon where a nearly optimal approximation algorithm can actually be used to solve the problem exactly. These problems are called APX-hard, and for such problems there exists some threshold $t > 1$ such that there can be no $\alpha$-approximation for $\alpha \leq t$ (unless P=NP) [5]. Thus for APX-hard problems, a goal is to find the best possible approximation guarantee (assuming P$\neq$NP). This all begs the question: how does one devise an approximation algorithm without being able to compute $\text{OPT}_I$ (since, as mentioned above, even computing $\text{OPT}_I$ is itself often NP-hard)?

### 1.4 LP relaxations and rounding

In order to derive an $\alpha$-approximation algorithm for a problem, by Definition (1.1) we need to show that for any instance $I$, the algorithm produces a solution $S_I$ such that:

$$\text{weight}(S_I) \geq \frac{1}{\alpha} \cdot \text{OPT}_I.$$

To do so it suffices to find an bound $B_I$ for each instance such that:
1. \( B_I \geq OPT_I \), and
2. \( \text{weight}(S_I) \geq \frac{1}{\alpha} \cdot B_I \).

Then we would have \( \text{weight}(S_I) \geq \frac{1}{\alpha} \cdot B_I \geq \frac{1}{\alpha} \cdot OPT_I \) as desired. In other words, if we are able to prove a performance guarantee with respect to an upper bound \( OPT_I \), then we get one with respect to \( OPT_I \) as well. This may seem counterintuitive since proving a performance guarantee with respect to an upper bound, which may be larger, seems harder that the original task; however, this circumvents the potential NP-hardness of computing \( OPT_I \). A key to effectively leveraging such a bound is being able to show for any instance \( I \), the upper bound is close to \( OPT_I \).

One systematic way of finding such upper bounds is by considering the \emph{LP relaxation} of a combinatorial optimization problem formulated as an IP. An LP relaxation is simply the LP obtained from an IP by dropping the restriction that \( x \) be an integer vector. For instance the LP relaxation of the maximum weight matching IP from Section (1.1) is obtained by dropping the integrality constraint, (1.4). LPs can be solved efficiently not just theoretically, as noted, but also in practice by using, for example, the celebrated Simplex Algorithm. Since we obtain an LP relaxation by expanding or \emph{relaxing} the feasible region, any feasible solution for the IP is also feasible for the LP relaxation (but not vice versa), so solving the LP relaxation yields a solution \( x^* \) whose weight is at least as large as the optimal IP solution, i.e. \( OPT_I \).

Thus solving the LP relaxation gives us both an upper bound on \( OPT_I \) as well as a solution \( x^* \); however, the latter may not be a bona fide solution to the underlying combinatorial optimization problem since it may take on fractional values. Recall that for matching, we interpreted \( x_e = 1 \) as selecting the edge \( e \); how should we interpret \( x_e^* = \frac{1}{3} \)? One natural idea is to round such fractional values to integers and then interpret the resulting solution. This is certainly a viable approach; however, doing so is nontrivial. Rounding up is beneficial since it increases the objective value; however, such a solution may no longer be feasible (e.g. for matching we may round up two fractional edges touching the same vertex). If we round down, we’re not guaranteed a good quality approximate solution; indeed if all the fractional values are below 1, we would obtain the empty solution which has weight 0.

LP relaxations’ are a powerful approach but achieving a good performance ratio is often more of an inspired art. Some of the more elegant breakthroughs in approximation algorithms in last decade have been LP relaxation based approaches. However, there is a natural barrier for the performance guarantee of an LP relaxation based approximation algorithm, which we simply call an \emph{LP-relative approximation algorithm}. Since such algorithms are using the optimal LP relaxation value as an upper bound rather than the actual value of \( OPT_I \), the performance guarantee one is able to establish is limited by this upper bound, even though the algorithm may perform better in reality. A natural way of quantifying this limit is by considering the \emph{integrality gap} of an LP relaxation.

\textbf{Definition 1.2} (Integrality gap). The integrality gap, \( g \) of an LP relaxation is the worst case gap between the optimal values of the relaxation and the IP taken over all instances, \( I \):

\[ g = \max_I \frac{OPT_I}{OPT_I}, \]
where \( \text{OPT}_I^{\ast} \) is the optimal value of the LP relaxation for \( I \).

As an example, consider the LP relaxation for the maximum matching problem. Our instance \( I \) is simply a triangle where each edge has weight 1. It is apparent that any matching on \( I \) has weight 1 since only one edge may be selected. However, the LP can achieve a larger weight by “cheating” and using fractional values. The fractional solution which assigns a value of \( \frac{1}{2} \) to each of the three edges is feasible for the LP relaxation since at each vertex \( v \), \( \sum_{e \in \delta(v)} x_e = \frac{1}{2} + \frac{1}{2} = 1 \). That is, it is enough that the edges fractionally sum to at most 1. Thus this LP solution has total weight \( 3 \cdot \frac{1}{2} = \frac{3}{2} \). This example shows that the integrality gap is at least \( \frac{\text{OPT}_I^{\ast}}{\text{OPT}_I} = \frac{3/2}{1} = 3/2 \). Could there be another instance with a larger gap?

In order to answer this question we need an upper bound on the integrality gap \( g \). We showed \( g \geq \frac{3}{2} \) above, so if we could show \( g \leq \frac{3}{2} \) we would know the integrality gap for maximum weight matching. The latter requires showing that for any instance, its gap is not large. One way of doing this is, for any instance, actually producing a solution of large weight relative to the optimal LP relaxation solution. This is precisely what an LP-relative approximation algorithm does, since it uses the optimal LP value as its bound. Thus if we are able to derive an LP-relative \( \alpha \)-approximation algorithm with a matching integrality gap (i.e. \( g = \alpha \)), then we know that no better approximation algorithm is possible without using a stronger upper bound than the LP relaxation.

Results which establish the integrality gaps of LP relaxations are interesting in their own right. Using our new iterative packing framework, we have been able to design approximation algorithms that also establish integrality gaps, i.e. our algorithms give a previously unknown upper bound on \( g \) with a matching lower bound. Iterative packing is a conceptually simple technique, and its power in producing high quality approximation algorithms that are able to establish integrality gaps is surprising. We describe iterative packing and motivate it with an example in the next section and then present our results in the following sections.
2 Iterative packing

A conceptually simple yet powerful method called iterative rounding, introduced by Jain just over a decade ago [47], has been surprisingly effective in elegantly producing breakthrough approximation algorithms for a variety of discrete optimization problems and resolving open problems [47, 65, 57]. Iterative rounding is designed to work on covering problems, and unfortunately, applying the method to even non-demand versions of packing problems such as those arising in resource allocation is difficult. The main thrust of our work is a new method called iterative packing inspired by iterative rounding that works for packing problems, even with demands.

Our main insight, which differentiates our approach from previous ones, is to iteratively build a collection of feasible integral solutions, that serve as a sparse approximate convex decomposition of the current fractional solution. A convex decomposition of a fractional LP solution $x^*$ is a weighted average of integral solutions:

$$x^* = \sum_{i \in I} \lambda_i \chi^i,$$

where each $\chi^i$ is an integral IP solution to the problem, and $\sum \lambda_i = 1$ and $\lambda_i \geq 0$ for all $i$. One may think of the multipliers $\lambda_i$ as a weighting of the IP solution $\chi^i$. Since the $\lambda_i$ are nonnegative and sum to 1, the fractional solution $x^*$ is then a weighted average of the integral $\chi^i$.

A convex decomposition is a powerful property, since if we are given one for a fractional solution, we essentially have an exact solution to our problem. This is because no matter what the objective function $c$ is, we must have that one of the $\chi^i$ has objective value as good as $x^*$. To see this note that:

$$c \cdot x^* = \sum_{i \in I} \lambda_i (c \cdot \chi^i);$$

now the scalar, $c \cdot x^*$ on the left is just a weighted average of the scalars, $c \cdot \chi^i$, hence one of the latter must have value at least $c \cdot x^*$. If $x^*$ is an optimal LP solution, then for some $j$, we have $c \cdot \chi^j \geq c \cdot x^* \geq \text{OPT}_I$, hence $\chi^j$ must be an optimal integral solution.

Thus hoping for an convex decomposition is too much for NP-hard problems; however, we may expect an $\alpha$-approximate convex decomposition, for some $\alpha \geq 1$:

$$\frac{1}{\alpha} x^* = \sum_{i \in I} \lambda_i \chi^i.$$

The idea behind such a decomposition is that by scaling the fractional solution $x^*$ down by $\frac{1}{\alpha}$, it becomes easier to produce a convex decomposition; however, scaling down decreases the overall objective value by a factor of $\alpha$. Using a similar argument as above, one can see that being able to generate an $\alpha$-approximate convex decomposition in polynomial time implies a simple $\alpha$-approximation algorithm: select the $\chi^i$ with the largest objective value as the solution. Thus approximate convex decompositions are powerful because they are essentially collections of solutions with the property that no matter which objective function one selects, at least one of the
solutions in the collection is a good approximate solution. This in some sense gives us an objective-
oblivious representation of an approximate solution, which has applications in other contexts such
a multi-objective optimization. Iterative packing produces such an approximate convex decompo-
sition an an iterative fashion.

2.1 Related work

Singh and Lau [65] were the first to extend Jain’s celebrated iterative rounding technique [47] to
address packing constraints. Their approach obtains an approximate solution that marginally vi-
olates the packing constraints by iteratively removing packing constraints involving only a small
number of variables. They were able to apply this elegant idea to resolve an open question concern-
ing minimum cost degree-bounded spanning trees. More recently, Chan and Lau [19] employed an
interesting combination of an iterative approach and the fractional local ratio method [8] to give the
first approximation algorithm for the $k$-hypergraph matching problem that matches the integrality
gap of the natural LP formulation, which had previously been established as $k - 1 + 1/k$ [36].

Pseudo-greedy methods similar to iterative packing have been successfully applied to packing
and coloring problems. Chekuri, Mydlarz, and Shepherd [23] used such a technique to obtain a
4-approximation for multicommodity flows on trees. Bar-Yehuda et al. [8] gave both an iterative
packing like and local ratio algorithms for approximating independent sets in $t$-interval graphs.
Feige and Singh [32] applied this type of technique for weighted edge coloring of bipartite graphs.

Iterative packing can be seen as an extension and unification of the above type of techniques
into a single framework. Moreover, akin to the iterative rounding method for covering problems,
iterative packing explicitly identifies elements with large fractional values to obtain better approx-
imation ratios. Other aspects of the framework include leveraging a specific ordering of the el-
ements and starting with a nontrivial convex decomposition. This combination of ideas allows
iterative packing to obtain approximation ratios approaching the integrality gap of the underly-
ing LP formulation. We illustrate a basic version of iterative packing on the maximum weight
matching problem in Section 2.2.

2.2 An example: maximum weight matching

We illustrate iterative packing on the maximum weight matching problem. Although this is a
simple application, it serves well to illustrate the method. Consider the natural LP relaxation for
the maximum matching problem from Section 1.1 on a graph $G = (V,E)$:

\begin{align*}
\text{Maximize} & \quad \sum_{e \in E} c_e x_e & P_M(G) \\
\text{subject to} & \quad \sum_{e \in \delta(v)} x_e \leq 1 & \forall v \in V \\
& \quad 0 \leq x_e \leq 1 & \forall e \in E. \tag{2.1}
\end{align*}
Given a feasible fractional solution $x^*$ for the above LP, the iterative packing procedure obtains an $\alpha$-approximate convex decomposition of $x^*$,

$$\frac{1}{\alpha}x^* = \sum_{i \in \mathcal{I}} \lambda_i \chi^i,$$

(2.3)

for some $\alpha \geq 1$, where each $\chi^i$ is an integral feasible solution – i.e. a matching (and $\sum \lambda_i = 1$ and $\lambda_i \geq 0$ for all $i$). Iterative packing in its most basic form directly produces a sparse decomposition, namely one with $|\mathcal{I}| \leq |E| + 1$. Even when this is not the case, we can apply elementary linear algebra to retain at most $|E| + 1$ solutions (more generally $n + 1$, where $x^* \in \mathbb{R}^n$). A procedure to accomplish the latter is related to the classical Carathéodory’s Theorem.

The basic idea behind iterative packing is simple. We start with the trivial fractional solution, $x = 0$ which has a trivial approximate convex decomposition for any value of $\alpha$: $\frac{1}{\alpha}x = \lambda_1 \cdot \chi^1$, where $\lambda_1 = 1$ and $\chi^1 = 0$. Now we select some edge $e$ and insert into each $\chi^i$ into which it fits (i.e. $\chi^i$ is still feasible after adding $e$). We keep doing this until we have inserted $e$ into a collection of solutions whose multipliers sum exactly to $\frac{1}{\alpha}x_e$. This ensures that the equation of (2.3) corresponding to $e$ is satisfied. In order to do this, we may have to add a new solution to our existing convex decomposition. We then select another edge and repeat. in this manner, we iterate through the edges and grow an attempt to grow an approximate convex decomposition. We may fail and not be able to insert an edge into enough solutions; however, the idea is that if $\alpha$ is large enough, then each fractional edge is scaled by $\frac{1}{\alpha}$ to a value small enough for iterative packing to succeed. Analyzing the algorithm entails finding a value of $\alpha$ that allows the algorithm to succeed and is also small enough to give an good performance guarantee.

This describes iterative packing in a bottom-up perspective; to actually prove the bounds we require, it will be easier to describe the algorithm from a top-down perspective. Continuing with our example, we first show that choosing $\alpha = 2$ suffices. This yields a 2-approximation while also showing that the integrality gap of $P_M(G)$ is at most 2. We then show that we may actually select $\alpha$ to be as low as $\frac{3}{2}$; to do this, we leverage the fact that extreme points of $P_M(G)$ must contain an edge $e$ with $x_e \geq \frac{1}{2}$ (in fact this holds for all $e$). As we observed in Section 1.4, this establishes the integrality gap of $P_M(G)$. Although this result is well known, this is interesting, since much like iterative rounding, iterative packing offers insight into how large fractional components can facilitate the approximation of packing problems. Extending these ideas allowed us to derive results for more general packing problems that were not previously known.

We start with a fractional solution $x^*$ and:

1. Remove an edge $e$ (without otherwise modifying the instance)
2. Recursively obtain an $\alpha$-approximate convex decomposition of the resulting fractional solution, $\tilde{x}^*$
3. Pack $e$ into precisely a $\frac{1}{\alpha}x_e^*$ fraction of the integral solutions.

The key, of course, is showing that the last step can always be performed successfully. For this to work, we require that for any fractional (or perhaps extreme point) solution $x^*$ there exists an
\[ \sum_{i \in I} \lambda_i \geq \frac{1}{\alpha} x_e^*, \]  

(2.4)

where \( \frac{1}{\alpha} \hat{x}^* = \sum_{i \in I} \lambda_i \chi^i \) is an arbitrary approximate convex decomposition of the residual solution, \( \hat{x}^* \), and \( i \in I \) indicates that \( \chi^i \) is able to accommodate the edge \( e \) (i.e. \( \chi^i \cup e \) is still a valid matching).

Although we may well be able to pack \( e \) into a fraction of the integral solutions that is larger than an \( \frac{1}{\alpha} x_e^* \), to maintain our implicit inductive hypothesis we must ensure that \( e \) is packed into exactly an \( \frac{1}{\alpha} x_e^* \) fraction of solutions. To accomplish this, we may have to clone some solution \( \chi^i \), insert \( e \) into exactly one of the two copies of \( \chi^i \), and distribute the multiplier \( \lambda_i \) among the copies so that \( e \) appears in the requisite fraction of solutions. The base case, which contains no edges, selects the empty solution with a multiplier of 1. Thus if (2.4) holds universally for a particular value of \( \alpha \), then we can efficiently obtain an \( \alpha \)-approximate convex decomposition of \( x^* \) consisting of at most \(|E| + 1 \) integral solutions. Selecting the best of these gives us the corresponding \( \alpha \)-approximation algorithm as previously observed.

To see that (2.4) holds when \( \alpha = 2 \), consider some fractional solution \( x^* \) and an arbitrary edge \( e = uv \in E \) with \( x_e^* > 0 \). Obtaining \( \hat{x}^* \) as above by deleting \( e \), we have that

\[ \max \{ \hat{x}^*(\delta(u)), \hat{x}^*(\delta(v)) \} \leq 1 - x_e^*, \]

hence in any convex decomposition \( \frac{1}{\alpha} \hat{x}^* \), at most a \( \frac{2}{\alpha} (1 - x_e^*) \) fraction of the \( \chi^i \) do not accommodate \( e \), hence we require \( 1 - \frac{2}{\alpha} (1 - x_e^*) \geq \frac{1}{\alpha} x_e^* \), which is equivalent to

\[ \alpha \geq 2 - x_e^* \]

(2.5)

Thus by selecting \( \alpha = 2 \), we may successfully pack any edge \( 0 \leq x_e^* \leq 1 \) in the last step of our algorithm. However, by selecting a large edge at each iteration we can improve the bound. It is well known that extreme points of \( \mathcal{P}_M(G) \) are \( 1/2 \)-integral, i.e. they have values either 0, \( \frac{1}{2} \), or 1, so we may actually take \( \alpha = 2 - \frac{1}{2} = 3/2 \).

Note that although establishing the performance guarantee of the algorithm requires a bit of analysis in showing that a small value of \( \alpha \) allows iterative packing to succeed, the algorithm itself is quite simple. For the more general packing problems we outline in the next few sections, we will need to refine the basic method. For example, we might wonder whether iterating over the edges in a particular order affords us anything. We will show that selecting a proper ordering of the edges is crucial for iterative packing to succeed when demands are introduced. Another area of refinement is the recursion in step (2): how far down do we go? In the above example, the base case was an empty solution, but we might also stop earlier and use some other technique for the base case.

For each of the following sections, we will define the problem that we solved and outline our results in the context of previous work. We will briefly describe the enhancements to iterative packing required to obtain our results, but we will leave full technical details to the papers we have already published describing our work [59, 16, 60].
3 Packing in hypergraphs

3.1 Problem statement

One natural generalization of the maximum weight matching problem is to consider the problem in the context of hypergraphs rather than graphs. One may motivate a hypergraph by considering what a graph where each edge is allowed to have more than two vertices might look like. A hypergraph \( H \) is defined on a finite set of vertices, \( V \), just as a standard graph. However, instead of edges, a hypergraph contains hyperedges, where each hyperedge, \( S \) is simply a subset of vertices (standard edges are subsets of exactly two vertices). A \( k \)-hypergraph is a hypergraph in which every hyperedge has at most \( k \) vertices; so a 2-hypergraph is nothing more than a standard graph (with possible single-vertex “half edges”).

One may define a hypergraph matching analogously to a graph matching as a collection of hyperedges such that no two share a common vertex. Our focus is on generalizations of hypergraph matching. We consider the case where each vertex \( v \) has a capacity \( b_v \), and we allow up to \( b_v \) hyperedges incident upon \( v \). This generalizes the well-known \( b \)-matching problem in graphs.

Another way of approaching the problem is to consider an integer program, (1.1) where the matrix \( A \) and vector \( b \) are nonnegative. Such problems are called packing problems. If we further restrict \( A \) to have entries that are either 0 or 1, then we obtain exactly the maximum weight hypergraph \( b \)-matching problem described above. The columns of \( A \) correspond to the hyperedges, while its row correspond to vertices. If we consider a sparse matrix \( A \) in which no column has more than \( k \) nonzero entries, then we obtain the maximum weight \( k \)-hypergraph \( b \)-matching problem. The 2-hypergraph 1-matching problem is equivalent to the maximum weight matching problem in graphs. Although the \( b \)-matching problem in graphs is solvable in polynomial time, \( k \)-hypergraph \( b \)-matching is NP-hard for \( k \geq 3 \) even when \( b = 1 \).

3.2 Related work

Matching problems in \( k \)-hypergraphs are well-studied. A celebrated result of Füredi, Kahn, and Seymour [36] established the integrality gap of the natural relaxation at \( k - 1 + 1/k \) for \( k \)-hypergraphs matching, with an improvement to \( k - 1 \) for \( k \)-partite \( k \)-uniform hypergraphs. On the algorithmic side for any fixed \( \varepsilon > 0 \), the best known performance ratios are \( (\frac{k}{\log^k k} + \varepsilon) \) for the unweighted version by Hurkens and Schrijver [45] and \( (\frac{k+1}{2} + \varepsilon) \) for the weighted version by Berman [10]. On the other hand, Hazan, Safra and Schwartz [44] showed that the problem is hard to approximate within a factor of \( \Omega(\frac{k}{\log k}) \) unless \( P = NP \).

The above algorithms are based on local search and do not provide a bound on the integrality gap of the natural relaxation. Chan and Lau [19] recently gave a \( (k - 1 + 1/k) \)-approximation algorithm based on the fractional local ratio method; their approximation guarantee matches the integrality gap of the natural relaxation and offers an improvement for \( k = 3 \). They also give linear and semidefinite formulations with an improved gap.
Unfortunately, none of the above results extend to $b$-matching in $k$-uniform hypergraphs. For this problem fewer approximation results are known. Most relevant to our work are a greedy $k + 1$-approximation by Krysta [55] and a primal-dual $k$-approximation by Young and Koufogiannakis [54]. An algorithm with guarantee $(\frac{k+3}{2} + \varepsilon)$ is implicit in the recent work of Feldman et al. [33] and Ward [66] on $k$-exchange systems; however, its running time has an exponential dependence on $k$ and a pseudo-polynomial dependence on $b$. In addition to being a true polynomial time algorithm with respect to $k$ and $b$, our result provides a better approximation for $k \leq 4$.

### 3.3 Results

We derived a $k - 1 + 1/k$-approximation algorithm for $k$-hypergraph $b$-matching [60]. Our algorithm also establishes that the integrality gap of the natural LP relaxation for this problem is $k - 1 + 1/k$ for any prime $k$; though this is conjectured to be the case for all $k$. Thus algorithm obtains the best possible performance ratio using the natural LP relaxation, and an improvement would require a new upper bound.

Devising our algorithm required a number of refinements to the vanilla iterative packing approach. We needed to perform iterative packing based on a carefully selected ordering of the hyperedges that allowed us to prove our improved bound. We also needed stronger inductive conditions on the approximate convex decomposition that our iterative packing algorithm produced. Although the algorithm is fairly simple to implement, the analysis required handling many technical details and was nontrivial.
4 Demand packing in graphs and hypergraphs

4.1 Problem statement

We also considered a demand version of the $k$-hypergraph $b$-matching problem, which we refer to as the $k$-hypergraph demand matching ($k$-HDM) problem. From the IP perspective, the problem we considered is solving any packing integer program (with possibly non 0 or 1 coefficients) with at most $k$ nonzeros per column; we impose the additional restriction that all the nonzero values in any particular column are the same. The more general problem in which the nonzero values in a column are allowed to take on different values is called $k$-column-sparse packing integer programming ($k$-CS-PIP). The motivation for the problem is perhaps more natural from the graph perspective.

Consider the $b$-matching problem in graphs, except that now we also associate a demand $d_e$ with each edge $e$. For $b$-matching, a feasible solution is one that has at most $b_v$ edges adjacent to vertex $v$. For the demand version this condition becomes: a feasible solution is one where the sum of the demands of the edges adjacent to $v$ is at most $b_v$ (i.e., $F$ is a feasible set of edges if $\sum_{e \in F \cap \delta(v)} d_e \leq b_v$ for all $v$). Thus feasibility is dictated by a knapsack type constraint at each vertex. One can view this problem as a natural common generalization of both knapsack and hypergraph matching problems.

The addition of demands renders the problem much more difficult to approximate, and prior to our work it was not clear whether a performance guarantee comparable to the $k - 1 + 1/k$ for the non-demand version was achievable. Moreover, even the demand matching problem, obtained when they hypergraph is a graph (i.e. $k = 2$), is NP-hard [64].

4.2 Related work

Shepherd and Vetta introduced the demand matching problem in 2002 and observed connections to designing CLOS switching networks [64]. They gave a deterministic 3.5-approximation algorithm and randomized 3.264-approximation algorithm for demand matching. Chakrabarty and Pritchard [62] recently gave a deterministic 4-approximation algorithm and randomized 3.764-approximation algorithm for the more general 2-CS-PIP problem. Shepherd and Vetta also established a lower bound of 3 on the integrality gap of the natural LP for demand matching.

For the more general $k$-hypergraph demand matching problem, Chekuri, Mydlarz, and Shepherd [23] presented an approximation algorithm with $O(k)$ guarantee for the restricted version in which the maximum demand of any hyper edge is at most $\min_v b_v$. Their result is part of a framework which they developed based on work of Kolliopoulos and Stein [53] that relates the integrality gap of a demand-endowed packing problem to its unit demand counterpart.

While Chekuri et al. [21] observed an $8k$-approximation for $k$-HDM, a recent flurry of work has also yielded $O(k)$-approximations for the more general $k$-CS-PIP problem. Pritchard initiated
the improvements with an iterative rounding based $2^k k^2$-approximation [61], which was improved to an $O(k^2)$-approximation by Chekuri, Ene, and Korula (see [62] and [6]) and Chakrabarty and Pritchard [62]. Most recently, Bansal et al. [6] devised a deterministic $8k$-approximation and a randomized $(ek + o(k))$-approximation.

4.3 Results

Our first result for these problems is a deterministic $2k$-approximation for $k$-hypergraph demand matching. The integrality gap of this relaxation is at least $2k - 1$ [6], hence our result essentially closes the gap. We show that our result is obtained by a simple modification to the standard iterative packing approach, namely iterate over the edges in order of decreasing demand. No other modifications are necessary. The fact that such a simple algorithm is able to achieve the integrality gap is remarkable considering the difficulties that demands present. Our result is also interesting because we give a performance guarantee that is only a factor of 2 off from the ones we were able to derive for the non-demand version of the problem.

Our second results settles an open problem and establishes the integrality gap for both demand matching and the more general 2-CS-PIP by giving a 3-approximation algorithm whose performance guarantee matches the lower bound given by Shepherd and Vetta. This required a more sophisticated invocation of iterative packing with a different base case. We essentially used iterative packing to handling a troublesome configuration of edges and used an existing algorithm to finish the job. This type of hybrid approach presents interesting possibilities for future work.

The results are detailed in a single-authored paper by the PI in the prestigious peer-reviewed Integer Programming and Combinatorial Optimization conference [59].
5 Capacitated 2-edge-connected spanning subgraph

5.1 Problem statement

The 2-edge-connected spanning subgraph (2-ECSS) problem captures the essence of network design: given a graph with edge costs, we seek to select, at minimum cost, a subset of edges spanning all the vertices that contains at least two edge-disjoint paths between any pair of vertices. This type of requirement is natural in the design of networks that are robust in light of attacks or failures. This problem is a fundamental combinatorial optimization problem, in part because of its close relation to the traveling salesman problem (TSP). Indeed under metric costs, the approximability of the two problems has both been observed and conjectured to behave similarly [39].

We consider a generalization of 2-ECSS which endows it with economies of scale. In addition to purchasing a single edge \( uv \), our generalization allows the bulk purchase of bundles of edges between \( u \) and \( v \) at a discounted rate; i.e., purchasing a bundle is never more expensive than purchasing the same number of individual edges. Since we require 2-edge-connectivity, a bundle need not contain more than two edges. Moreover multiple bundles between a pair of vertices are redundant as we need only offer the single cheapest bundle. Thus our generalization offers three installation options between each pair of vertices: (i) no edge, (ii) a single edge, or (iii) a bundle of two edges. This type of problem falls under the banner of capacitated [18, 15] or buy-at-bulk [4, 37, 22] network design. We follow Chakrabarty et al. [18] and refer to our problem as the capacitated 2-ECSS (cap-2-ECSS) problem, where each edge has a capacity that represents the size of the associated bundle; e.g., a bundle of two edges is represented as an edge of capacity 2.

This problem differs from those we have discussed thus far in that it is a covering rather than a packing problem. Here, since our objective is minimization, we must redefine what we mean by an \( \alpha \)-approximation algorithm (recall Definition 1.1). In the context of minimization problems, an \( \alpha \)-approximation algorithm produces a solution of cost at most \( \alpha \cdot \text{OPT}_I \) for any instance \( I \). We still have that \( \alpha = 1 \) is an exact algorithm and that the smaller the value of \( \alpha \), the better the performance of the algorithm. We define integrality gaps accordingly. The notion of capacities here is analogous to that of demands in the context of packing problems that we have discussed.

5.2 Related work

The standard 2-ECSS problem admits a 2-approximation algorithm, and several algorithms of different flavors are known [46, 51, 52]. Under the restriction of metric costs, 2-ECSS is closely related to (symmetric) TSP, and Christofides’ celebrated heuristic for metric TSP [24] delivers a 3/2-approximation algorithm for metric 2-ECSS as well. In fact for metric costs the natural LP relaxation for 2-ECSS is equivalent to the subtour relaxation [39, 67], which is a well known and standard TSP LP relaxation (e.g. Schrijver, Chapter 58 [63]). Wolsey showed that Christofides’ algorithm is also a 3/2-approximation with respect to this LP bound [68]. The integrality gap is known to be at least 4/3, and it is a well known conjecture that it is precisely 4/3 (e.g. Goe-
Another closely related variant is one which allows selecting multiple copies of any edge (we need at most two). The TSP counterpart to this multi-2-ECSS problem is the graphical TSP [25], which allows doubling edges and seeks to obtain a minimum cost spanning connected eulerian subraph (i.e. all vertex degrees are even). Both multi-2-ECSS and graphical TSP admit 3/2-approximations as well [13]. For these problems the metric and multiedge variants are equivalent from an optimization and approximation point of view.

Interestingly, in our case of cap-2-ECSS such an equivalence is not apparent, since the usual technique of shortcutting does not immediately apply to capacitated edges. Thus multi-2-ECSS is a more appropriate pedigree for cap-2-ECSS rather than the more commonly formulated metric 2-ECSS. Capacitated network design has attracted a great deal of interest recently, and many generalizations of cap-2-ECSS have been studied, including larger degrees of connectivity, multiple commodities, and richer notions of economies of scale; see [4, 18, 37, 22] and the references therein for a sample of recent work. In particular Chakrabarty et al. [18] give logarithmic approximation algorithms for capacitated variants of k-ECSS.

5.3 Results

We show that, somewhat surprisingly, the capacitated extension of the natural LP relaxation for (multi-)2-ECSS has an integrality gap of at least 2. We offer a strengthened formulation, and demonstrate its integrality gap is between 3/2 and 5/3. Our result is constructive and we give a Christofides like 5/3-approximation algorithm. Our result is interesting because in addition to giving a good approximation guarantee, we show how existing approaches like the Christofides heuristic may be extended to address capacities/demands.

This work was conducted jointly with Robert Carr (01465) and has been accepted for publication in the high-impact journal, Operations Research Letters [16].
6 Future work

In addition to establishing the state of the art in terms of theoretical performance guarantees, we believe our algorithms have the potential for significant practical impact. In fact this was part of the motivation in engineering a simple but effective framework like iterative packing. Our algorithms are easy to implement; however, many integer programming applications arising at the labs have complicated constraints in addition to types of packing or resource allocation constraints our work addresses. A direction for future research is to investigate how our work can be brought to bear on such applications. However, our work still has the potential for immediate impact in that the iterative packing framework can be integrated within Sandia’s PICO IP solver to provide upper bounds for problems with a packing component.
7 Conclusion

Our most significant contribution is devising the iterative packing framework which provides a unified approach for designing approximation algorithms for packing problems. Moreover, the performance guarantees offered by these algorithms are very good and are able to match the integrality gap of the natural LP relaxation, indicating that improving our results is challenging and may not even be possible.

The work conducted under this LDRD has resulted in several publications in top peer-reviewed Operations Research venues. In particular we produced: 1 peer-reviewed conference paper, 1 journal paper, 1 submitted peer-reviewed conference paper, and 1-2 additional papers in preparation.
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