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Abstract

This research investigates the relationship between execution discipline and performance. The hypothesis has two parts:

1. Different execution disciplines exhibit different performance for different computations, and

2. These differences can be effectively predicted by heuristics.

A machine model is developed that can vary its execution discipline. That is, the model can execute a given program using either the control-driven, data-driven or demand-driven execution discipline. This model is referred to as a "variable-execution-discipline" machine. The instruction set for the model is the Program Dependence Web (PDW). The first part of the hypothesis will be tested by simulating the execution of the machine model on a suite of computations, based on the Livermore Fortran Kernel (LFK) Test (a.k.a. the Livermore Loops), using all three execution disciplines.

Heuristics are developed to predict relative performance. These heuristics predict (a) the execution time under each discipline for one iteration of each loop and (b) the number of iterations taken by that loop; then the heuristics use those predictions to develop a prediction for the execution of the entire loop. Similar calculations are performed for branch statements. The second part of the hypothesis will be tested by comparing the results of the simulated execution with the predictions produced by the heuristics.

If the hypothesis is supported, then the door is open for the development of machines that can vary execution discipline to increase performance.
Note

This Report has also been published as a UNM Technical Report with the same title, No. CS93-12, University of New Mexico, Albuquerque, New Mexico, 87131.
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1.0 Introduction

Vector computers such as the Crays have two sets of functional units – scalar and vector. For some loops the vector units execute faster than the scalar units. For other loops the scalar units execute faster than the vector units. Thus, varying the choice of hardware unit can increase performance. Determining the appropriate hardware unit is possible for many loops without actually executing the loop on both units and comparing execution times. It is the job of the compiler to make this determination, as shown in Figure 1.

Figure 1. A Vectorizing Compiler

![Diagram of a Vectorizing Compiler]

Just as there are two sets of hardware units available to execute loops on vector computers, there are several possible ways to execute programs. These several ways are known as “execution disciplines.” Most computers execute programs using the “control-driven” discipline that schedules operations using a Program Counter and follows the sequence specified explicitly by the programmer. Cray machines, for example, use the control-driven discipline for both the vector and scalar units. However, a few computers execute programs using the “data-driven” discipline. Still others use the “demand-driven” discipline. The hypothesis of this research is that varying the execution discipline can increase performance. The long-range goal of this research is the development of a pre-processor that would be similar to a vectorizing compiler in that it would partition a code to increase performance, but dissimilar in that the partitions would be targeted for different execution disciplines, as shown in Figure 2.

Figure 2. A Pre-Processor that Determines Execution-Discipline

![Diagram of a Pre-Processor that Determines Execution-Discipline]
The hypothesis of this research has two parts:

1. Different execution disciplines exhibit different performance for different computations, and

2. These differences can be effectively predicted by heuristics.

In order to test the first part of the above hypothesis, a way to execute a computation under each execution discipline is needed. Unfortunately there exists no one machine designed to provide each execution discipline. This leaves us with two choices: select three different machines, each designed with a different execution discipline in mind; or simulate a single machine that can provide each execution discipline. From the viewpoint of this research the fundamental problem with the first approach is that it compares implementations of the execution disciplines, not the disciplines themselves. This research will pursue the second approach. Accordingly, a machine model is developed that separates operation scheduling from operation execution and thus can accommodate each discipline. The Program Dependence Web (PDW) ([4], [9]) serves as the instruction set for that machine model. The PDW is an intermediate program representation. The unique quality of the PDW is that it can be interpreted via each of the disciplines. Simulated execution of the machine model on the Livermore Fortran Kernel (LFK) Test will provide the relative performance for the different disciplines for those different computations. This will test the first part of the hypothesis.

In order to test the second part of the hypothesis, heuristics are needed. Predictions are first developed for the execution time of one iteration of a loop. Then the number of iterations is predicted. The product of these two predictions, with a weighting factor for nested loops, is the predicted execution time of the loop. Similar calculations are performed for branch statements. The predictions derived by these heuristics will be compared with the relative performance from the simulated execution. This will test the second part of the hypothesis.

If the hypothesis is supported, then the model that should be used for the execution disciplines is of different tools, each with its own strength and area of application. Such a result opens the door to machines that can vary execution discipline based on the program to be executed, or even use different execution disciplines for different parts of the same program.

If the hypothesis is not supported, then the value of alternative execution disciplines, namely data- and demand-driven execution, is open to question.

The remainder of this proposal is organized as follows. Section 2.0 presents the three execution disciplines. Section 3.0 presents a machine model that will accommodate control-, data- and demand-driven execution. This is followed in Section 4.0 by a description and an example of the PDW that serves as the instruction set for the machine model presented in Section 3.0. Section 5.0 presents a summary of related research. Section 6.0 presents the research plan: the simulator and the heuristics depend on three ancillary pieces – a source-to-PDW translator, a suite of computations and an operation table that maps different operations on to execution time. This collection will enable testing both parts of the hypothesis. Section 7.0 presents conclusions and implications of this research. An Appendix presents the calculation of the heuristics on the first kernel of the LFK Test.
2.0 Execution Disciplines

This section describes the three execution disciplines. Table 1 presents a summary.

<table>
<thead>
<tr>
<th>Question</th>
<th>Control-driven</th>
<th>Data-driven</th>
<th>Demand-driven</th>
</tr>
</thead>
<tbody>
<tr>
<td>What characterizes an executable operation?</td>
<td>The operation’s address is in the Program Counter at the beginning of the instruction cycle.</td>
<td>The operation has received enough of its inputs to be able to execute.</td>
<td>The operation has received enough of its inputs to be able execute and its output has been &quot;demanded&quot; (i.e., a request has been placed for the operation’s output).</td>
</tr>
<tr>
<td>Is the discipline by nature sequential or parallel?</td>
<td>Sequential</td>
<td>Parallel</td>
<td>Parallel</td>
</tr>
<tr>
<td>What form of dependence is used to determine the relative ordering of operations?</td>
<td>Control Dependence</td>
<td>Data Dependence</td>
<td>Data Dependence</td>
</tr>
</tbody>
</table>

Control-driven execution can accommodate a limited amount of parallelism, such as instruction pre-fetching and instruction pipelining. Compilers can detect and exploit some parallelism as well. However, control-driven execution is constrained in the amount of parallelism it can accommodate. Data-driven execution, by comparison, reveals all of the (operation-level) parallelism.

All three execution disciplines rely on the notion of “dependence.” There are two types of dependence: control and data. If X and Y are operations, then stating that Y is “control dependent” on X means that whether or not Y executes depends on the results of the execution of X. X must execute before Y, if Y is to execute at all.

Stating that Y is data dependent on X means that X and Y define and/or use the same variable. There are three types of data dependence:
- flow (also known as “true”), anti- and output.1
If Y is flow dependent on X, then X defines (or sets a value to) a variable that Y uses. If Y is anti-dependent on X, then X uses a variable that Y defines. And if Y is output dependent on X, then both nodes define the same variable.

2.1 Control-Driven Execution

Under control-driven execution an operation is executable when its address is in the Program Counter (PC) at the beginning of the instruction cycle. Since execution of an operation can change the contents of the PC, scheduling the next operation for execution must wait until the current operation has completed execution. Various techniques, such as branch prediction and pipeline delay slots [20], allow some overlap in the scheduling of operations but they cannot

---

1. Flow, anti- and output dependences are also known as “def-use,” “use-def,” and “def-def” relationships respectively (where “def” is short for “definition”). There is a fourth possibility – use-use – but this is of little interest.
overcome the sequential nature of control-driven execution. Control-driven execution uses control-dependence to
determine the relative ordering of operations.

Consider the program fragment shown below in Figure 3. The fragment, expressed in C-like syntax, computes the
factorial function: \( f(n) = f(n-1) \times n \), for \( n > 0 \); \( f(1) = 1 \).

Figure 3. Factorial Fragment

```c
/* assume input value for n is always > 0 */
1: read (n);
2: write (n);
3: fact = n;
4: while (n > 1) {
  5:   n = n - 1;
  6:   fact = fact * n;
}
7: write (fact);
```

Control-driven execution of the code in Figure 3 begins with statement 1 that reads in the value for variable \( n \).
Assume that the value read in for \( n \) is 2. After statement 1 has completed, execution proceeds with statement 2 that
writes out the value just read in. Execution continues with statement 3. The predicate for the `while` loop at statement
4 then executes. The predicate evaluates to `true`, since \( n = 2 \) and \( 2 > 1 \), so execution proceeds with statements 5 and
then 6. The predicate evaluates again, this time to `false`, so execution of the fragment terminates on the eighth step
with statement 7. This sequence is shown in Table 2. Note that this is not the only sequence that would produce the
same output. For example, statements 2 and 3 could execute in reverse order and still produce the same output.

<table>
<thead>
<tr>
<th>Step</th>
<th>Statements Executed</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1: read (n); --n=2</td>
</tr>
<tr>
<td>2</td>
<td>2: write (n); --writes 2</td>
</tr>
<tr>
<td>3</td>
<td>3: fact = n; --fact=2</td>
</tr>
<tr>
<td>4</td>
<td>4: while (n &gt; 1) --evaluates to <code>true</code></td>
</tr>
<tr>
<td>5</td>
<td>5: n = n - 1; --n=1</td>
</tr>
<tr>
<td>6</td>
<td>6: fact = fact * n; --fact=2*1</td>
</tr>
<tr>
<td>7</td>
<td>4: while (n &gt; 1) --evaluates to <code>false</code></td>
</tr>
<tr>
<td>8</td>
<td>7: write (fact); --writes 2</td>
</tr>
</tbody>
</table>

2.2 Data-Driven Execution

Under data-driven execution an operation is executable when it has received enough of its inputs to execute. Which
operation is chosen for execution – along with how many – is implementation dependent. Execution terminates when
no operation can execute. Scheduling is implemented via a "Matching Unit" instead of a Program Counter. The
Matching Unit notes the arrival of each input for each operation and schedules an operation for execution when it has
received enough of its inputs to do so. Data-driven execution can be thought of as "eager" evaluation: whenever an operation is able to execute, it may do so. Data-driven execution is by nature parallel. It reveals all possible parallelism. It uses data-dependence to determine the relative ordering of operations.

Revisiting Figure 3 above and assuming the same input for control-driven execution, data-driven execution begins with statement 1 since this is the only statement that has received enough of its inputs initially to execute. However, as soon as statement 1 completes, the value of \( n \) is available and thus statements 2, 3, 4 and 5 can all execute concurrently – the execution of these statements constitutes the second step. Assume that each of these statements receives a copy of the value of \( n \), not the single address of \( n \), so there is no race condition in their simultaneous execution. Statement 6 must wait until statement 5 has executed because it needs the decremented value of \( n \). And the second execution of statement 4 must also wait for the completion of the execution of statement 5 for it needs that same value. So statements 6 and 4 must wait until step 3 to execute. In step 3 statement 4 evaluates to false. This terminates the loop and allows statement 7 to execute in step 4 – statement 7 is waiting on the final value of \( \text{fact} \). Execution halts after step 4 completes because no operation can then execute. This execution sequence is summarized in Table 3 below. Since data-driven execution is by nature parallel the imposition of "steps" is for explanatory purposes only.

### Table 3. Data-Driven Execution of Figure 3

<table>
<thead>
<tr>
<th>Step</th>
<th>Statements Executed</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1: read ((n)); (\rightarrow n=2)</td>
</tr>
<tr>
<td>2</td>
<td>2: write ((n)); (\rightarrow\text{writes }2)</td>
</tr>
<tr>
<td></td>
<td>3: fact = (n); (\rightarrow\text{fact}=2)</td>
</tr>
<tr>
<td></td>
<td>4: while ((n \geq 1)) (\rightarrow\text{evaluates to }true)</td>
</tr>
<tr>
<td></td>
<td>5: (n = n - 1); (\rightarrow n=1)</td>
</tr>
<tr>
<td>3</td>
<td>6: fact = fact (* n); (\rightarrow\text{fact}=2*1)</td>
</tr>
<tr>
<td></td>
<td>4: while ((n &gt; 1)) (\rightarrow\text{evaluates to }false)</td>
</tr>
<tr>
<td>4</td>
<td>7: write ((\text{fact})); (\rightarrow\text{writes }2)</td>
</tr>
</tbody>
</table>

### 2.3 Demand-Driven Execution

Under demand-driven execution an operation is executable when it has received enough of its inputs to execute and its output has been demanded (i.e., a request has been placed for the operation's output). Which operation is chosen – along with how many – is implementation dependent. Like data-driven execution, scheduling under demand-driven execution is implemented via a Matching Unit, except that the Matching Unit must also keep track of the propagation and fulfillment of demands. Also like data-driven execution, demand-driven execution is by nature parallel and it uses data-dependence to determine the relative ordering of operations. However, demand-driven execution is not eager: no operation executes until it is known that its execution contributes to the fulfillment of the original demands.

Demand-driven execution involves two phases – demand propagation and evaluation. If an operation has been demanded, then the operation first propagates that demand to the operations that generate its inputs. This is the demand propagation phase. When those demands have been fulfilled by the arrival of data, then the operation can

---

2. This is not completely true, given the discussion above. Since statement 5 provides its own input after receiving an initial value, its execution could continue indefinitely and the accumulation of resulting intermediate values would lead to deadlock [6]. However, execution on a real machine would throttle and terminate execution of this statement, perhaps through "static interpretation" or "loop unraveling" [7]. Note that in the PDW shown in Figure 9 below that the addition operator for statement 5 is tethered to the execution of the loop.
evaluate. This is the second phase of execution. The stage is set for execution by placing the demands from the world outside the program on the operations whose execution will fulfill those demands. When execution begins, these operations can enter their demand propagation phase. These original demands propagate, fanning out and forming a frontier that continues until each point on the frontier is either a constant or a read of data. Operations on the frontier can then begin their evaluation phase. At any moment in execution the operations can be partitioned as follows:

- operations that are propagating a demand,
- operations that are waiting for the fulfillment of the demands they have propagated,
- operations that are evaluating, or that have completed evaluation and are fulfilling demands, and
- operations that are not demanded.

The set of demanded operations can be described by a directed graph called a “demand graph:”

- nodes with zero in-degree represent the operations demanded from the world outside the program;
- the leaf nodes (i.e., nodes with zero out-degree) represent operations that will either propagate demands or can evaluate; and
- the remaining nodes in the graph are operations that are waiting for the fulfillment of the demands they have propagated.

Any leaf node that has had all of its demands fulfilled is a candidate for execution. Note that the demand graph confines execution to just those operations that contribute to the fulfillment of the original demands. Figure 4, below, is an example of a demand graph. The “outside world” is demanding node 7, and node 7 is demanding nodes 6 and 4. Node 6 is demanding nodes 3 and 5; and node 4 is also demanding node 5. (Figure 4 is the demand graph at the beginning of step 3 in the execution traced below.)

Figure 4. A Demand Graph

Revisiting Figure 3 above and assuming the same input and that statement 7 alone is demanded, execution begins with statement 7 and proceeds in the steps shown below. Since demand-driven execution is by nature parallel the imposition of “steps” in the discussion below is for explanatory purposes only.

1. Statement 7 demands statement 2 in order to receive the “file handle” information necessary to generate output (assume that statements 2 and 7 write to the same file). Statement 2 demands statement 1 in order to receive both the file handle information as well as the value of \( n \). Statement 7 also demands statement 4 that demands statement 1 that demands input from the world outside the program. Statement 7 demands statement 4 because statement 4 is the one that determines whether the value for fact in statement 7 is set in statement 3 or statement 6. Depending upon the input that statement 4 provides when it evaluates, statement 7 will either demand statement 3 or 6, as shown below. When the input that statement 1 has demanded has been received, then statement 1’s demand on the outside world has been fulfilled and statement 1 can evaluate and can fulfill the demand placed on it by statements 2 and 4.
2. Statement 2 evaluates – now that its demand on statement 1 has been fulfilled – and it supplies statement 7 with the file handle information. And statement 4 also evaluates – now that its demand on statement 1 has been fulfilled – and it supplies statement 7 with the value true for the predicate, assuming once again that the input was the value 2.

3. Statement 7, based on the true input received from statement 4, proceeds to issue more demands. It demands the evaluation of the body of the loop by demanding statement 6. Statement 6 needs a value for fact as well as a value for n, so it demands statements 5 and 3. Both of these statements can evaluate without issuing a demand – the read in statement 1 provided these statements with input when it evaluated in step 1. Statement 7 also demands another evaluation of the predicate in order to determine if an additional evaluation of the body of the loop is needed. Statement 7 does this by demanding statement 4 for the second time. Statement 4 then, in turn, demands statement 5.

When statements 3 and 5 evaluate, they fulfill statement 6’s demand on them and, at the same time, statement 4’s demand on 5. Note that statement 5 evaluates only once in this step even though it was demanded twice. A copy of the output of an evaluating statement is queued for each of the statements that is to receive its output, regardless of whether or not the receiving statements have posted a demand. A single evaluation of statement 5 thus fulfills all demands pending on it. This arrangement is possible only if it is assumed that the operations follow “single-assignment semantics” – imagine the output of an operation being copied and flowing to the operations that use it, as opposed to the output of an operation being stored in a single location in memory. The difference is that with the first view a subsequent evaluation of the operation provides a subsequent output value, whereas with the second view a subsequent evaluation overwrites the previous output.

4. Statements 6 and 4 evaluate. Statement 6 passes the value 2 to statement 7, and statement 4 passes a false to statement 7, fulfilling statement 7’s second set of demands on statements 6 and 4.

5. Statement 7 evaluates, fulfilling the original demand and terminating execution of the fragment.

This execution sequence is summarized in Table 4 below.

Table 4. Demand-Driven Execution of Figure 3

<table>
<thead>
<tr>
<th>Step</th>
<th>Demands Propagated</th>
<th>Statements Evaluated</th>
<th>Demands Fulfilled</th>
<th>Demands Outstanding</th>
</tr>
</thead>
</table>
| 1    | outside world demands 7  
7 demands 2,  
2 demands 1,  
7 demands 4,  
4 demands 1 | 1: read (n); 2's demand on 1,  
4's demand on 1 | outside world waiting on 7,  
7 waiting on 2,  
7 waiting on 4 |
| 2    | Ø                  | 2: write (n); 7's demand on 2,  
4: while (n>1) 7's demand on 4 | outside world waiting on 7 |
| 3    | 7 demands 6,  
6 demands 5 and 3,  
7 demands 4,  
4 demands 5 | 3: fact = n; 6's demand on 5 and 3  
5: n = n - 1; 4's demand on 5 | outside world waiting on 7,  
7 waiting on 6 and 4 |
| 4    | Ø                  | 6: fact=fact*n; 7's demand on 6 and 4  
4: while (n>1) | outside world waiting on 7 |
Table 4. Demand-Driven Execution of Figure 3

<table>
<thead>
<tr>
<th>Step</th>
<th>Demands Propagated</th>
<th>Demands Evaluated</th>
<th>Demands Fulfilled</th>
<th>Demands Outstanding</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>Ø</td>
<td>7: write (fact);</td>
<td>outside world’s demand on 7</td>
<td>Ø</td>
</tr>
</tbody>
</table>

Suppose that instead of statement 7, only statement 2 were demanded. In this case, statement 2 would demand statement 1, and statement 1 would demand input from the world outside, and, when this completed, statement 2 would evaluate, fulfilling the original demand. None of the other statements in the fragment would evaluate. This points out how demand-driven execution can decrease the number of execution steps by evaluating only the necessary operations.

2.4 Relationships Between the Disciplines

This section presents (a) a notation that shows the relationship between the three disciplines, and (b) a brief comparison of the efficiency of each discipline.

Adopting the following denotations,

- \( P \) denotes a program-counter phase
  - in which the next operation is identified via the Program Counter,
- \( S \) denotes a synchronization phase
  - in which data synchronizations are performed and, as a result, executable operations are identified,
- \( D \) denotes a demand propagation phase
  - in which demands are propagated, and
- \( E \) denotes an execution
  - in which at least one operation is executed.

then

- control-driven execution consists of a sequence \( \{ PE, PE, \ldots, PE \} \);
- data-driven execution consists of a sequence \( \{ SE, SE, \ldots, SE \} \); and
- demand-driven execution consists of a sequence \( \{ DSE, DSE, \ldots, DSE \} \).

Control-driven execution is the classic, sequential execution discipline. Control-driven execution requires at least as many execution steps as the other two disciplines because it cannot accommodate parallel execution, at least not without a parallelizing compiler or special annotations from the user. It is difficult to imagine a scheduling technique that requires less overhead than the use of a Program Counter. However, machine code that is designed for control-driven execution is surprisingly inefficient: operations that simply copy data from one place to another usually dominate computations ([24], pp. 416-8).

Data-driven execution imposes synchronization overhead on the transfer of each intermediate data value ([22], particularly section 5.1.4). Scheduling requires the functionality of associative memory. This is more expensive than updating a Program Counter. However, data-driven execution yields maximum parallel execution, thus possibly decreasing the number of execution steps. Whether or not data-driven execution completes in fewer steps than control-driven execution depends upon the available parallelism in the computation.
Demand-driven execution requires even more overhead than data-driven execution due to its use of demands. But demand-driven execution can possibly decrease the number of execution steps below even what data-driven execution requires by reducing the number of operations executed.
3.0 Variable-Execution-Discipline Machine Model

This section presents a machine model that can execute a program under each of the three disciplines. This machine provides an environment in which the performance of these disciplines can be compared, which is the purpose of this research.

Without exception there is only one available execution discipline for any given machine. This includes the “hybrid” machines reviewed in Section 5.3.4 on page 22 below. No current machine can provide the particular needs of this research, hence the necessity of developing a new model.

An execution discipline is a method of scheduling operations. The new model therefore needs to isolate all activities attributable to operation scheduling. The actual execution of the operations specified by the input program is independent of the scheduling of those operations and thus the execution should exhibit the same performance regardless of the discipline used. In the simulation of this new model, discussed in Section 6.2 on page 29 below, various activities of the machine are parameterized via an Operation Table. Other aspects of this model are not parameterized, differences such as instruction pipelining and vectorizing capabilities, compiler optimizations, differences due to machine instruction sets and architectural features tuned to a particular execution discipline.

A block diagram of the new model is shown in Figure 5 below. The diagram is a generalization of Gao’s “argument-fetch” architecture [14]. Since the execution discipline used by this machine can vary, the model is named the “variable-execution-discipline” machine model.

Figure 5. Variable-Execution-Discipline Machine

![Diagram of Variable-Execution-Discipline Machine]

The “Scheduling Unit” determines the operations that can execute and so informs the “Execution Unit.” The Execution Unit executes the operations and informs the Scheduling Unit.

Operands and operators all remain within the Execution Unit. Like Gao’s machine the Scheduling Unit of the variable-execution-discipline model contains a graphical form of the program to be executed and the Execution Unit contains the actual operations corresponding to that program, along with the input data and the intermediate results. However, in the variable-execution-discipline machine model the graphical form is a PDW, presented in the next section. The operations in the Execution Unit are the nodes of the PDW. It is assumed that both Units have sufficient

---

3. Evripidou and Gaudiot’s “Decoupled Graph/Computation” model [12] has the same general architecture as this one: a “Data-Flow Graph Engine” – this is Gao’s “Scheduling Unit” – communicates with a “Computation Engine” – this is Gao’s “Execution Unit” – via a “Ready Queue” and an “Acknowledgement Queue” that hold <actor ID, context> pairs.
buffer space so that they have the capability of running independently of each other in time (i.e., asynchronously). It is also assumed that the Scheduling Unit and the Execution Unit have a sufficient number of processors available for simultaneous execution; however, the number of processors is set prior to execution.

The variable-execution-discipline machine model does not specify a scheduling discipline for the Scheduling Unit or an implementation for the Execution Unit. Gao, on the other hand, specifies both. The Scheduling Unit in Gao's machine is constrained to schedule operations via the data-driven discipline. And the Execution Unit is a RISC processor that achieves its parallelism via instruction pipelining. Like the HEP machine [39], operations from different parts of the program can simultaneously share the instruction pipeline.

The value of the variable-execution-discipline model is that it separates the scheduling discipline from the execution of a program. This allows experimentation with the scheduling discipline – exactly what is needed to test the hypothesis of this research. For example, if the Scheduling Unit operates schedules via a Program Counter, then, as explained above, control-driven execution is used. If the Scheduling Unit schedules via a dataflow graph, then data-driven execution is used. And if the Scheduling Unit schedules via a demand graph, then demand-driven execution is used.

This model is in effect a single "vanilla" machine that has no glaring architectural bias and executes in any of the three disciplines. Because the computation always executes on the same machine, variability due to anything but scheduling discipline is held constant. These constraints force control-driven execution to be serial – unless the user provides annotations via the "parallel" statement (see Section 6.1.1 on page 25) – since there is no compiler included that can produce parallel or vectorizing code. The constraints also force the data synchronization overhead of data-driven execution to be explicitly represented in performance, since there is in this vanilla architecture no matching unit per se or circular pipeline characteristic of data-flow machines. And they force the demand propagation overhead of demand-driven execution to be likewise explicitly represented in performance since there is no hardware assist for this activity.

Although beyond the scope of this research, this machine model also opens the door for exploration of a control/data/demand hybrid.
4.0 The Program Dependence Web (PDW)

Machine instructions for typical control-driven machines are different than machine instructions for typical data-driven machines. Demand-driven machines differ from both control- and data-driven machines. However, performance comparison requires a single set of machine instructions that can be interpreted under control-, data- or demand-driven disciplines. Returning to the machine model presented above, what is needed is an instruction set for that model. This is the nature of the PDW.

The PDW was developed from the Program Dependence Graph (PDG) ([13], [21], [36], [38], [5]). The PDG is based on the control dependence graph (CDG) and the data dependence graph (DDG). Control and data dependence were explained at the beginning of Section 2.0 above. As an example, the statements inside the while loop in Figure 3 (statements 5 and 6) are control dependent on the predicate of the loop (statement 4). And statement 2 is flow data dependent on statement 1: statement 1 defines the value of variable n; statement 2 uses that value.

The PDG represents the flow of both control and data. The PDG, however, is not interpretable. The PDW is different than the PDG in that it can not only be interpreted but that it can be interpreted under control-, data- and demand-driven disciplines. The only structure that is even similar to the PDW is the “demand graph” used in the RC compiler for the DTN Dataflow Computer [41]. However, the demand graph is designed for data-driven execution only. (Also, the demand graph has no “control dependence” arcs per se or provision for unconstrained gotos.)

More formally, the PDW = (V,A) is a directed multigraph where the vertices represent operations and the arcs represent either control or data dependences. The set of vertices is

\[ V = \{ \text{operators, predicates, read, write, Switch}^T, \text{Switch}^F, \eta^F, \gamma, \beta, \text{region, Entry, Exit} \}, \]

and the set of arcs is

\[ A = \{ \text{control dependence}^{\text{true}}, \text{control dependence}^{\text{false}}, \text{dataflow}, \text{dataanti}, \text{dataoutput} \}. \]

The vertices of the PDW fall into two groups that will be given ad hoc names of “data-manipulation” nodes and “execution-control” nodes. The first group, data-manipulation nodes, contains operator nodes (such as add, subtract, etc.), predicate nodes and read/write nodes. This group transforms or uses the data of the program.

Included in the set of operator nodes are two nodes called “array fetch” and “array store”. These nodes make explicit the additional addressing requirements attendant with the use of arrays. These nodes do not “manipulate” data, of course, so it is a stretch to put them in this group, but they do not fit anywhere else and making a third group just for them would unnecessarily complicate matters.

The second group, execution-control nodes, contains all of the other nodes of the PDW. This group in concert provides the operational semantics for each of the execution disciplines. These nodes

- copy or consume data (the two Switch nodes and the \( \eta^F \) node);
- regulate initial and iterating loop values (the \( \beta \) node);
- generate demands for the evaluation of loop bodies (the \( \eta^F \) node);
- properly sequence the output of the two branches of conditional statements (the \( \gamma \) node); and
- mark the beginning and completion of execution (the Entry and Exit nodes)

represent a set of control conditions (regions).

These nodes behave or are used differently under each execution discipline. It is this differential in their activity and use that realizes the different execution disciplines. Note that the region nodes partition the graph [4].

---

4. Not to be confused with the "demand graph" used in Section 2.3 on page 5 above to explain demand-driven execution.
The arcs of the PDW also fall into two groups: control dependence arcs (used for control-driven execution only) and data dependence arcs. The data flow arcs are used for data- and demand-driven execution only. Data flow arcs represent flow dependences; data anti represent anti-dependences and data output represent output dependences. The data anti and data output arcs are remnants from the PDG. Assuming that all operations in the PDW observe single-assignment semantics, then neither of these latter sets of arcs are necessary for execution under any discipline. As noted above, single-assignment semantics stipulate that each variable is assigned a value at most once. (The source code is not under this constraint.) For example, Figure 6 shows two statements using elsewhere-defined functions f and g, that have a true dependence on the variable y, and the associated PDW fragment, with only data flow arcs shown. (Consistent with single-assignment semantics assume that there are no definitions of the variable y between statements 1 and 2.) Variable names are shown adjacent to each arc. Note that statement 2 is not able to execute until statement 1 executes because statement 2 requires the value of y computed in statement 1. This is indicated by the data flow arc connecting the output of the top box with the input of the lower box.

Figure 6. A Flow Dependence

```
1: y = f(x);
2: z = g(y);
```

Figure 7 shows an anti-dependence. The arc connecting the two boxes in the associated PDW fragment is a data anti arc, shown as a dotted line to distinguish it from the data flow arcs, shown as solid lines. The output of the g ( ) box is labelled x' to distinguish it from the input to the f ( ) box. (Recall that the source code is not confined to single-assignment semantics.)

Figure 7. An Anti-Dependence

```
1: y = f(x);
2: x = g(z);
```

Figure 8 shows an output dependence, shown again as a dotted line. Note again that there is no data flow arc connecting the two boxes in the associated PDW fragment. The output of the g ( ) box is labelled y' to distinguish it from the output of the f ( ) box. (If the only effect of y = f(x) were to assign a value to y (i.e., no side-effects from the computation of f(x)), then an optimizer could eliminate the first statement entirely.)

Figure 8. An Output Dependence

```
1: y = f(x);
2: y = g(z);
```

Arrays in loops present the largest challenge to single-assignment semantics in a parallel world. There are two approaches to this challenge. The classic approach, based on languages such as Fortran, assumes sequential execution and allows parallel access to an array only if there is a guarantee that race conditions do not exist. The alternate
approach, based on functional languages, assumes parallel execution and prevents copying of an array only if there is a guarantee that race conditions do not exist. "I-structures" in the Id language [3] provide a blend of these two approaches. I-structures are arrays with elements that can be written to only once but read from many times (readers who issue their request before the write has occurred are automatically queued). I-structures thus assume parallel execution but minimize the copying of arrays. That is, if there is no guarantee of race conditions, the array is copied ([31]). These approaches introduce a variable that, from the viewpoint of this research, needs to be constrained. Accordingly, this research will treat arrays as monoliths: dependence between array elements is not considered ([43], [45]). There are drawbacks to this position, of course, but its value is that it preserves a tractable problem. Meanwhile, parallelism can be manually exploited via the "parallel" statement (see Section 6.1.1 on page 25).

A detailed description of each of these nodes, exactly how they operate under each execution discipline and exactly how they are arranged to provide the operational semantics of loops, conditionals, etc., can be found in the references ([4], [9]).

4.1 An Example PDW

A PDW for the program fragment of Figure 3, "Factorial Fragment," on page 4 above is shown in Figure 9 below. The boxes in Figure 9 denote different PDW nodes, such as "write," "β," "T" (representing Switch^T nodes), etc.

The circle to the left of each box in the Figure denotes the control dependence region of the associated node. For example, the "read" node at the top of the Figure is in control dependence region "1t," and the two "T" nodes are in control dependence region "2t." The circle to the right of a box denotes the root of a control dependence region. For example, the predicate node (">") is the root of control dependence region 2.

The arrows indicate dataflow arcs that carry data from a source node to one or more target nodes. There is a queue for each arc entering each node. The arcs are "piped," meaning that they can hold an unbounded sequence of values but the target node can only access the first value in that sequence. The arc junctions, such as the one directly below the right β node in the Figure, denote "split" functions: a value flowing on that arc is replicated to each output of the junction. These arc junctions could be replaced by new nodes called "split," say, but this would unnecessarily clutter the graphs.

Constants are shown by a short arc with an adjacent integer, such as the right input to the predicate (">") node in the middle of the Figure. The adjacent "1" indicates that the integer value 1 is always available to the predicate node as input.

For ease of reference the statement numbers from Figure 3 are shown to the left of each corresponding PDW node. Note that there is no node in the PDW corresponding to statement 3: fact = n. The effect of this statement is taken care of by the split function implicit in the arc junction between the read node and the β nodes. Note also that the β, T, and ηP nodes have no associated statement numbers. These nodes provide the necessary operational semantics to drive the while loop. Also, as a reference aide, the variable names and expressions from Figure 3 are shown adjacent to various arcs in Figure 9. Execution of the Figure is explained in the next section.

4.2 The PDW and The Execution Disciplines

The PDW provides different execution disciplines by using the arcs and nodes in different ways. Under control-driven execution the queue associated with each arc has a capacity of one; putting a second data item on the arc overwrites an item already in the queue. Under data- and demand-driven execution the queues have unbounded capacity. The behavior of the nodes under each of the execution disciplines is consistent with each discipline. The details are available via the references [9].
Control-driven execution is implemented by letting a single control thread flow through control dependence regions, with nested regions executing as soon as they are entered. Within regions execution is constrained by data dependences that are represented by data arcs. Any execution sequence that does not violate these constraints is acceptable. (Note that control-driven machines usually follow the total ordering explicitly specified by the source code. The PDW reveals other orderings for control-driven execution that will provide the same output. See Section 2.1 above.)

Data-driven execution is implemented by letting each node execute as soon as it has received enough of its inputs to do so. Demand-driven execution is implemented by letting a node execute if it has been demanded and either (a) it has not propagated demands, or (b) it has received enough of its inputs to execute. In the former case the node first propagates demands, then waits for the inputs that are the fulfillment of those demands; in the latter case the node actually executes, fulfilling the demand placed on it. Execution under each of the disciplines of the PDW shown above in Figure 9 is explained below.

4.2.1 Control-Driven Execution

Under control-driven execution the nodes in control dependence region 1t execute first. They execute in an order that is consistent with the data dependences indicated by the dataflow arcs. The read node executes first, followed by the write associated with statement 2 of Figure 3 and the two beta nodes. Sometime after the left beta node has completed...
execution, the predicate (">") executes. Assuming that the value read in is 2, then the predicate evaluates to \textit{true}. This activates control dependence region 2t. The two T nodes in that region execute, followed by the subtract, followed by the multiply, followed by the two \beta nodes again. The predicate this time evaluates to \textit{false}. This activates control dependence region 2f. The \eta^F node in that region now executes for the first time, outputting the second input from the right \beta node to the write associated with statement 7 of Figure 3, completing execution of the fragment. (The first input from the right \beta node, in the queue to the \eta^F node, was overwritten when the second input from the right \beta node was generated.)

4.2.2 Data-Driven Execution

Under data-driven execution the \texttt{read} node must execute first because it is the only node with all of its inputs. The \texttt{write} associated with statement 2 of Figure 3 and the two \beta nodes can then execute. They can do so sequentially, concurrently, or in any combination of those two. When the left \beta node has completed execution the predicate can execute, evaluating to \textit{true}. The left T node can then execute. If the right \beta node has completed execution, then the right T and the \eta^F node can also execute. Because the predicate evaluated to \textit{true}, the T nodes produce output and the \eta^F node does not. When the subtract completes execution the left \beta node can execute again, and when the multiply completes execution the right \beta node can execute again. Then, when the left \beta node completes execution the predicate can execute again, this time evaluating to \textit{false}. When this \textit{false} value reaches the \beta nodes they execute a third time, resetting themselves in anticipation of another execution of the loop. The T nodes do not produce output this time but the \eta^F node does. As a consequence neither the subtract nor the multiply execute. But the \texttt{write} associated with statement 7 of Figure 3 subsequently does execute, completing execution of the fragment.

4.2.3 Demand-Driven Execution

Under demand-driven execution, and assuming that the \texttt{write} associated with statement 7 of Figure 3 alone is demanded, then...

...that second \texttt{write} demands
  the first \texttt{write}, that demands
    the \texttt{read}, that demands
      the “file handle” input (generated by a node outside the Figure),
    and the \eta^F node, that demands
      the predicate, that demands
        the left \beta node, that demands
          the \texttt{read} (already demanded),
        and the “1” constant (always able to immediately fulfill a demand),
      and the right \beta node that demands
        the \texttt{read} (already demanded).

When the \texttt{read} receives the file handle input (from a node outside the fragment), that \texttt{read} reads from the file specified by that file handle. The \texttt{read} can then fulfill the demands placed on it by the first \texttt{write} node and the two \beta nodes. The first \texttt{write} can perform a write and fulfill the demand placed on it by the second \texttt{write}. Meanwhile, the two \beta nodes can execute, fulfilling the demands placed on them by the predicate and the \eta^F node. The predicate can then evaluate, and because the input read in is assumed to be the value 2, the predicate evaluates to \textit{true}. The predicate fulfills the demand placed on it by the \eta^F node. At this point there is only one demand outstanding – the demand placed by the second \texttt{write} on the \eta^F node. The \eta^F node executes. Since the input that the \eta^F node received from the predicate was \textit{true}, the \eta^F node generates a second set of demands that has the effect of executing the body of the loop. That is,...
...the $\eta$ node demands
  the predicate, that demands
    the left $\beta$ node, that demands
      the predicate (already demanded)
      and the subtract, that demands
        the left $T$ node, that demands
          the predicate (already demanded)
          and the constant "1,"
        and the constant "1,"
    and the constant "1,"
  and the right $\beta$ node, that demands
    the predicate, (already demanded)
    and the multiply, that demands
      the subtract (already demanded)
      and the right $T$ node, that demands
        the predicate (already demanded)
        and the right $\beta$ node (already demanded).

Each of these chains of demands can execute without propagating further demands because the $T$ nodes have enough inputs already waiting on their input arcs to execute. After these demands are fulfilled – and thus after the body of the loop has executed – the predicate evaluates to false and there is again only one demand outstanding – the same one as before. And again the $\eta$ node executes. This time, since the output of the predicate was false, the $\eta$ node fulfills the demand placed on it by providing output to the write associated with statement 7 of Figure 3. The write statement can then execute and thus fulfill the original demand, bringing execution of the fragment to a close.

Note that under demand-driven execution, like control-driven execution but unlike data-driven execution, values may be left waiting on various nodes after execution of the fragment has completed. The operational semantics of the nodes under demand-driven execution accounts for this by first clearing out these stale values when a node is again demanded – but not before. Doing so beforehand would violate the “lazy” nature of demand-driven execution. Under control-driven execution these stale values will be overwritten prior to the time when the receiving nodes execute again, so here too these stale values present no problem.

4.3 The PDW and the Variable-Execution-Discipline Machine Model

In the variable-execution-discipline machine model, a PDW resides in the Scheduling Unit (SU). The Execution Unit (EU) contains a corresponding list of tuples. Each tuple contains at least the following information: a PDW node type, memory addresses of input values to be fetched and memory addresses where output values are to be stored. Assume, before execution begins, that the desired execution discipline is already set in the SU (the EU operates the same under each discipline). As execution begins, the SU traverses the PDW and sends to the EU fire signals that the EU interprets as addresses of operations that can execute. When the EU completes execution of an operation, it sends the operation’s address back to the SU in a done signal. If the operation is a predicate, then the EU includes a condition code that indicates whether the predicate evaluated to true or false.
5.0 Related Research

This section presents research on performance prediction, the algorithm-to-architecture mapping problem (defined below) and on control-, data- and demand-driven machines. There are applicable results in the first area; the other two areas are of interest but provide no results for this research. For example, there has been no research in the area of relative performance prediction for control-, data- and demand-driven disciplines.

5.1 Performance Prediction

The area of performance prediction that is relevant to this research is the development of heuristics that will predict the relative performance of a given computation under control-, data- and demand-driven execution. There are three studies that directly apply.

In the first study, Gonzalez & Ramamoorthy [16] show the value of a simple heuristic based on loops. Gonzalez & Ramamoorthy set out to determine whether or not a given Fortran program is “suitable” for parallel execution. By suitability they mean “either many parallel paths exist or, if the parallel paths are few, they must be long.” ([16], p.647) They first describe a “recognizer” program that identifies parallel tasks. The recognizer is expensive: it requires $O(n^2)$ time and space. So the authors look for a heuristic. They perform a simple, arithmetic calculation that uses the size and number of loops and the relative frequency of other statement types in the program under consideration. This calculation provides a single number, Sf, that represents the “suitability” of a program for parallel processing. Based on four test programs they conclude that their cheap heuristic is valuable. The importance of this study for the purposes of the research in this proposal is the simplicity of the heuristic and its emphasis on loops.

In the second study, Gurd et al. present a way to predict speedup on their dataflow computer [19]. They measure “Sinf” – the number of execution steps required to execute a program given an infinite number of processors available. As a testbed they use a software simulator that makes several simplifying assumptions, namely, that “each instruction executes in the same time (execution therefore proceeds in discrete equal time steps),” and “that an unlimited number of function units can be used during any one time step.” ([19], p.43) Sinf is described as the “longest cycle of dependent instructions” ([19], p.43) and as “the length of the shortest path.” ([19], p.44) Gurd et al. test a number of other parameters, but they found that their best predictor was average parallelism (“avePara”), defined as $S_1/Sinf$, where “$S_1$” is the number of nodes in the graph representing the program.

However, the major pattern to emerge from this study is the importance of the parameter avePara in determining the shape of the speedup curve for various programs. Programs with similar values of avePara exhibit virtually identical speedup curves. The higher the value, the closer the curve is to the 100 percent utilization rate. This seems to indicate that this crude approximation to the overall average parallelism of a code is all that is necessary for an accurate prediction of its speedup curve. This applies regardless of factors such as time variance of parallelism, the source language used, the proportion of one-input instructions executed, etc. It is surprising that such a simple measure should give such a constant indication of the pattern of use of processing resources, but it does help to answer the question of what nature a program has to have if it is to be suitable for execution on this dataflow system. A program is suitable if it has a value of avePara in the region of 40 or more. ([19], p.49)

Subsequent studies confirm that “average parallelism is a robust characterization of parallel processing task systems and only marginal benefits are achieved by considering the higher order moments of the parallelism of the task graph.” ([15], p.617) The heuristics developed below attempt to predict characterizations similar to Sinf without having to execute the program.
In the third study, Knuth empirically examined a suite of Fortran programs and concluded that “less than 4 per cent of a program generally accounts for more than half of its running time.” ([25], p.512) Knuth’s “program profiles,” along with estimated execution times per operation type, provide a way to estimate program performance. The study implies that the execution of loops dominates execution and thus it is the relative execution characteristics of a computation’s loops that can predict relative execution of the entire computation. The same idea appears in Aho, Sethi & Ullman’s compiler book: “There is a popular saying that most programs spend ninety per cent of their execution in ten per cent of the code. While the actual percentage may vary, it is often the case that a small fraction of a program accounts for most of the running time.” ([2], p.585 (see also [20]))

5.2 Algorithm-to-Architecture Mapping Problem

Which architectures provides the best performance for a given algorithm? This is the algorithm-to-architecture mapping problem. Jamieson [23] is interested in the relationship between these two within the control-driven world:

Ideally, a set of orthogonal characteristics would describe parallel algorithms and a corresponding set of orthogonal characteristics would describe parallel architectures, with a unique bijection performing the mapping from one to another. Experience shows that the relationship between parallel algorithms and parallel architectures is clearly too complex to conform to such a desirable model.

The algorithm characteristics that Jamieson considers include the nature and degree of the parallelism, the uniformity of operations (similar to grain size), synchronization requirements, static/dynamic nature of the algorithm, data dependencies, the fundamental operations of the algorithm (e.g., integer, floating point), data types and precision, memory requirements, data structures used, and I/O requirements ([23], p. 32). Jamieson is interested in matching algorithms and machines at an abstract level.

The research of this proposal is at a more concrete level: source codes – a subset of algorithms – are matched to a single machine model. At the same time the subject of this proposal is the algorithm-to-architecture mapping problem but with a wider domain. The research on this problem, such as Jamieson’s presented immediately above, has focused on the control-driven, von Neumann world; the subject of this proposal considers a larger domain that includes data- and demand-driven machines.

Agrawal, et al. [1], for example, develop a way to choose “the appropriate architecture for a class of applications.” Unfortunately, they only consider various network arrangements for classical control-driven von Neumann processors.

Denning & Adams discuss the “domain-architecture matching problem,” described as “...which architectures are suitable for a given problem domain?” ([11] p.415) This question does not match algorithms with architectures but rather “problem domains” – a superset of algorithms – with architectures. Denning & Adams note that when there was only one choice, i.e., the “sequential-process architecture,” this problem “never came up.” Although results in this area could be applicable to the research in this proposal, Denning & Adams have none to report: their paper presents research questions.

5.3 Machines

For the purposes of this research there are three categories of machines: von Neumann, dataflow and reduction. These machines use control-, data- and demand-driven execution respectively. Von Neumann and dataflow machines have a typical hardware structure; reduction machines do not. Machines that use a melding of execution disciplines are referred to as “hybrids.” Hybrids do not constitute a fourth category because, as is pointed out below, the execution
discipline they exploit requires a compiler, and compilers are beyond the scope of this research. Like the reduction machines hybrid machines do not have a typical hardware structure.

5.3.1 von Neumann

The typical von Neumann machine consists of two main parts: a control unit and a memory unit. The memory unit contains both operations and data and has no processing ability beyond presenting or changing the value of a memory location. The control unit executes the following cycle:

- use the address in the Program Counter (PC) to fetch an instruction code from memory,
- decode the instruction,
- fetch the operands from memory,
- perform the operation specified by the instruction,
- store the results in memory, then
- increment the PC and start the cycle again.

Real systems are more complex, of course, and include other levels of memory (registers, cache, disk, tape, etc.) and I/O systems but they execute using this same cycle. Virtually all of the computers in existence today are von Neumann machines.

5.3.2 Dataflow

The typical dataflow machine is built around a “circular pipeline” that, like the simplified von Neumann machine above, consists of two main parts: a “Matching” Unit and a Processing Unit. The output of the Matching Unit goes to the Processing Unit, and the output of the Processing Unit goes to the Matching Unit, hence the circular pipeline. “Tokens” flow between the units; each token consists of

- a token identifier,
- an operation,
- slot (or slots) for the input data,
- a slot for the output data, and
- references to the tokens that are to receive a copy of the results of the operation.

Since the data “flows” around the circular pipeline, instead of sitting statically in memory, these machines are referred to as dataflow machines. The Processing Unit transforms the data by executing the operation specified by the token in hand, clearing the input slots and filling the output slot, and sending the token on to the Matching Unit. The Matching Unit copies the output data from a token whose operation has completed to the input slots of the appropriate tokens. If any of these output tokens are not present, the Matching Unit retains the input so that it can copy it into the tokens when they arrive. Meanwhile, if any tokens have enough inputs to execute, then the Matching Unit sends them on to the Processing Unit. The Processing Unit has a number of independent functional units; parallelism is realized by simultaneous execution of these functional units.

The variable-execution-discipline machine model presented in this proposal has the same structure as the simplified dataflow model presented above: two units – one a processing unit – connected in a circular pipeline. The difference between the two models is what flows through the pipeline. In the dataflow model tokens contain application-level data flow; in the variable-execution-discipline model signals contain no application-level data.

Real dataflow systems need more than just the two units discussed here. The system structure for the Manchester Dataflow Prototype Computer [19] is shown below in Figure 10. The Token Queue buffers the tokens between the Processing Unit and the Matching Unit. The Overflow Unit provides extra storage for un-matched tokens. The
Instruction Store contains instructions; this lightens the requirements of the information that is carried in the tokens, at the expense of lengthening the pipe. The I/O Switch provides communication with the outside world.

Figure 10. Manchester Dataflow System Structure

5.3.3 Reduction

There is no one typical reduction machine. Some, such as the GMD Reduction Machine [40], are based on stacks: the program is scanned for expressions that can be reduced and then become grist for more scanning. Others, such as the North Carolina Cellular Tree Machine [28], are based on a tree structure: the program, residing in the leaves of the tree, is scanned by the processors – that constitute the rest of the tree – for expressions that again can be reduced and become grist for more scanning. Still others, such as Turner's S-K reduction machine [40], are "implementation techniques" for functional languages or are built on "conventional microprocessors," such as the SKIM reduction machine [40], or are simply abstract machines implemented on a von Neumann machine, such as Koopman & Lee's TIGRE machine [26].

5.3.4 Hybrid

Hybrid machines combine two execution disciplines in an attempt to glean the best of both. Usually it is control- and data-driven disciplines that are hybridized. The approach has been to schedule groups of operations, known as "threads," instead of just one operation at a time. When the data required for the first operation in the thread is avail-
able, then the entire thread can execute in sequence. The threads themselves are scheduled via the data-driven discipline; the operations within the thread are scheduled via the control-driven discipline. The hope is to increase performance by avoiding the extra overhead for data-driven scheduling when it is not needed, such as within threads, but paying for data-driven scheduling between threads where parallelism can be exploited. Some of these control/data hybrids start with a von Neumann machine and add dataflow features ([8], [22], [31], [30]); others start with a dataflow machine and add von Neumann features ([33], [14], [17] & [18]). Hybrids have also been developed between data-driven and demand-driven execution ([35], [42]).

Note that each of these hybrid machines depends upon a compiler that works prior to the execution of the program. In the case of control/data hybrids the compiler creates threads. In the case of data/demand hybrids the compiler performs “program transformations” or creates an “extended dataflow graph” for use at run-time. Since the focus of this research is in the relationship between performance and execution disciplines and not <execution discipline, compiler> pairs, the variability due to compilers is held constant by avoiding them, and thus the approach in this research is independent of the hybrid machines.
6.0 Research Plan

The purpose of this research is to test the hypothesis that varying execution discipline can increase performance and that this relationship can be heuristically predicted. Testing the hypothesis requires two tools, each of which maps a computation and an execution discipline to a performance:

1. A simulator for the variable-execution-discipline machine model that will simulate execution of a PDW in control-, data- and demand-driven fashion.
2. Heuristics that will map a computation and an execution discipline to a value representing the predicted execution time of that PDW under that discipline.

Three ancillary pieces are needed in order to test the hypothesis using the two tools above:

- A source-to-PDW translator,
- A suite of computations, and
- An operation table that maps an operation (e.g. add) to a value representing the execution time of that operation.

The two tools and the three ancillary pieces will enable the following:

1. Evaluation of the proposition that different computations exhibit different performance under different execution disciplines. This evaluation can be done by comparing the performance of individual computations under those different disciplines.
2. Evaluation of the proposition that the performance differences hypothesized above can be effectively predicted by heuristics. This evaluation can be done by comparing the predictions produced by the heuristics with the performance produced by simulated execution.

This will enable testing of both parts of the hypothesis. This section describes the tools and the ancillary pieces and how they will be used to test the hypothesis.

6.1 Ancillary Pieces

Three pieces are needed for the operation of the simulator and the heuristics. The first piece is a translator that will produce a PDW when given a program source code. The second piece is a suite of computations to run through the translator. And the third piece is an operation table that maps an operation to a value representing the execution time of that operation. Each of these pieces is presented below.

6.1.1 Source-to-PDW Translator

The source-to-PDW translator is being developed in Objective-C as part of another project in the Computer Science Department at UNM [27]. The source accepted by the translator is a restricted, simpler form of C. For example, pointers and structures are not in the restricted language. (Arrays are in the restricted language.) The extensions added to the language include a parallel statement and provisions for trip and branch predictions. For example, the code in Figure 11 is an adaptation of the code from Figure 3 and shows all three of these extensions.

The branch prediction in line 2, [5%], specifies that the user predicts that 5% of the time the true branch of the conditional will be taken. The parallel statement starting on line 5 indicates that statements 6 and 8 can execute in

---

5. The absence of pointers and structures in the restricted language is a constraint imposed by those developing that restricted language. It is not a constraint imposed by this research.
parallel. The trip prediction for the while loop on line 9, [10], indicates that the user predicts that the body of the while loop will execute 10 times, on the average, each time the loop executes. The grammar is not powerful enough to indicate that the first execution of statement 9 for an execution of the loop can execute in parallel with statements 6 and 8, and that each subsequent execution of statement 9 for an execution of the loop can execute in parallel with statement 11. (The PDW, however, is able to exploit that parallelism.)

### 6.1.2 Computation Suite

This section defines "computation" and describes the computation suite used as input to the simulator.

For the purposes of this research the term "computation" is defined to be a 3-tuple,

\[<\text{program\_source\_code}, \text{input\_data}, \text{demanded\_output}>\]

where

- "program\_source\_code" is the source code of the program to be executed,
- "input\_data" is an instance of the input values required to simulate execution (at least) (i.e., values used to control loop iteration and conditional branching), and
- "demanded\_output" is an instance of the operations whose results are demanded.

By convention, if demanded\_output is not provided, then all of the statements are demanded. Demanded\_output is ignored under control- and data-driven execution.

The gauge for this research is performance, so programs developed to gauge performance are needed. Perhaps the most well-known set of such programs is the LFK Test (a.k.a. the Livermore Loops) [29]. The LFK Test contains a "spectrum of CPU-limited computational structures" in the form of 24 loops or "kernels" extracted from programs constituting the core of the workloads at Lawrence Livermore National Laboratory. These kernels are "small, key pieces from real programs." [20] Each kernel in the LFK Test will be augmented with input\_data and with demanded\_output to form computations that will serve as grist for the simulator and the heuristics presented below.6 A review of the kernels themselves indicates that in almost all of them the loops are controlled by an induction variable. Almost two-thirds of the kernels are singly-nested loops. Only one kernel has a triply-nested loop. Only five have branch statements (see Table 5).

---

6. The LFK Test is written in Fortran. The C version of the loops, obtained from Livermore, will be used in this research.
Table 5. Characteristics of the LFK Test Kernels

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Number of Applicable Kernels</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum Nesting-Level</td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>15</td>
</tr>
<tr>
<td>Double</td>
<td>7</td>
</tr>
<tr>
<td>Triple</td>
<td>1</td>
</tr>
<tr>
<td>Loop Iterations Controlled by Induction Variable</td>
<td>23</td>
</tr>
<tr>
<td>Branch Statements</td>
<td>5</td>
</tr>
<tr>
<td>gotos</td>
<td>1</td>
</tr>
</tbody>
</table>

6.1.3 Operation Table

An operation table, shown below as Table 6, maps an operation to a value representing the execution time of that operation. This table is used by the simulator and the heuristics. The purpose of the table is to isolate operations that depend only on the execution discipline and to parameterize the performance of the other operations of the machine model, providing a more realistic environment.

There are four types of operations:

1. Arithmetic Logic Unit (ALU) operation:
   - Arithmetic operations: addition, subtraction, multiplication and division for integers and floating point numbers;
   - Comparison operations (PDW predicate nodes): <, <=, =, !=, >, and >=.

2. Memory-cpu transfer operations:
   - Fetching and storing of scalars or array elements.
   (Array fetch and array store appear as PDW nodes labelled “=[ ]” and “[ ]=” respectively. See Figure 13 in the Appendix below for an example.)

3. PDW intrinsic operations:
   - PDW nodes Entry, Exit, Switch^T, Switch^F, \( \eta \), \( \gamma \), and \( \beta \).

4. Scheduling operations:
   - For control-driven execution: updating the Program Counter;
   - For data-driven execution: matching;
   - For demand-driven execution: generating demands, and matching.

There are four PDW nodes not explicitly listed above: operator, read, write and region. The “operator” nodes include the arithmetic operations as well as the array fetch and array store nodes, so these nodes span two of the operator type categories listed above. The read and write nodes do not appear at all in the table because the suite of computations that will be used contains no I/O. The region nodes represent common control conditions and are unnecessary even for control-driven execution.

The purpose of the array fetch and array store operations is to make explicit in the PDW the addressing overhead due to arrays. The array fetch consists of an integer add – array base address plus offset – and a scalar fetch – to get the array element. Using Table 6 this is \( i_{\text{add}} + s_{\text{fetch}} = 2 + 3 = 5 \). This operation appears in a PDW as a node labelled “=[ ].” The array store consists of an integer add – array base address plus offset – and a scalar fetch – to determine
the effective storage address. Using Table 6 this is \( i\text{\_add} + s\text{\_fetch} = 2 + 3 = 5 \). This operation is appears in a PDW as a node labelled "$=\{\}$.

Table 6. Operation Table

<table>
<thead>
<tr>
<th>Type Description</th>
<th>Subtype Description</th>
<th>Operation</th>
<th>Sub-operation</th>
<th>Parameter</th>
<th>Execution Time(^a)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ALU Operations</td>
<td></td>
<td>Addition</td>
<td>Integer</td>
<td>i_add</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Float</td>
<td>f_add</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>Arithmetic \ Operations</td>
<td>Subtraction</td>
<td>Integer</td>
<td>i_sub</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Float</td>
<td>f_sub</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>Arithmetic \ Operations</td>
<td>Multiplication</td>
<td>Integer</td>
<td>i_mult</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Float</td>
<td>f_mult</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>Arithmetic \ Operations</td>
<td>Divide</td>
<td>Integer</td>
<td>i_div</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Float</td>
<td>f_div</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>Comparison \ Operations(^b)</td>
<td>&lt;, (\leq), (=), (!=), (&gt;), (\geq)</td>
<td>compare</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Memory-CPU \ Transfer Operations</td>
<td>Fetch</td>
<td>Scalar</td>
<td>s_fetch</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Array</td>
<td>a_fetch</td>
<td>5</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Store</td>
<td>Scalar</td>
<td>s_store</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Array</td>
<td>a_store</td>
<td>5</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PDW Intrinsic Operations</td>
<td>Entry, Exit, Switch(^F), Switch(^F),  (\eta),  (\gamma),  (\beta)</td>
<td>pdw</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Scheduling Operations</td>
<td>Update Program Counter</td>
<td>pc</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Match 1 Input</td>
<td>match</td>
<td>0.5</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Propagate 1 Demand</td>
<td>demand</td>
<td>0.5</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\) The numbers in this column are inspired by those used in Knuth's study on FORTRAN programs [25].

\(^b\) These are PDW "predicate" nodes.

It is assumed for all three disciplines that instructions always have to be fetched, so instruction fetch does not appear explicitly in the table but is part of each operation. Similarly, the machine model being used does not require the duplication of intermediate results so this activity also does not appear in the table.

The performance of ALU operations are the same for each discipline. These operations are confined to the ALU and are independent of any other activity, including the execution discipline in force.
Similarly, the performance of Memory-CPU Transfer operations can be assumed to be the same for each discipline. Pure data-driven machines do not fetch or store – the operands and operators all flow with the instructions in tokens. However, there is a performance cost associated with that flow, just as there is a cost associated with fetching and storing. (Included in the cost of “flowing” is the cost of the duplication of intermediate results.) For the purposes of this research the performance costs for fetching and storing are assumed to be equivalent to the cost of flowing (and duplicating). This simplification is possible because of the machine model being used. Note that this does not rule out increases in performance due to registers or cache. The activity of registers and cache will be reflected in a parameter that is the cache hit rate presented below.

The performance of PDW Intrinsic operations can be considered to be the same for each discipline. These nodes provide different functionality and act differently under each discipline but the effect of these differences on performance is small and can be ignored.

The performance of Scheduling operations, unlike the other three, are completely dependent on the discipline. For control-driven execution, scheduling is confined to updating the Program Counter. Matching, and propagating demands do not apply. For data-driven execution, scheduling involves matching intermediate results – this is what the Matching Unit does in the Manchester Dataflow System, for example. In this case updating the Program Counter and propagating demands do not apply. And for demand-driven execution, scheduling involves the generation of demands as well as matching. As with data-driven execution, updating the Program Counter does not apply.

Two additional parameters are needed. The first, referred to above, is the hit rate for the cache (and the registers). It is represented as a number between zero and one. It indicates the percentage of the time that the target of a fetch is found in the cache (or registers). If hit_rate is zero, then the machine being simulated has neither registers nor cache; and if it is one, then, like the Cray machines, cache is the entire memory. Hits are assumed to reduce fetch time to zero. So, if hit_rate is 0.8 and a fetch takes 3 units of time, then the effective fetch rate is

\[ 3 \times (1-0.8) = 3 \times 0.2 = 0.6. \]

The second parameter is number-processors, the number of processors available to the Scheduling Unit (SU) and Execution Unit (EU).

Some experimentation with the setting of hit_rate is anticipated. More extensive experimentation is anticipated with number-processors. Hit_rate has not been applied to the values for fetch and store in the operation table above. Both parameters are shown in Table 7 below.

<table>
<thead>
<tr>
<th>Table 7. Cache and Multiprocessor Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Type</strong></td>
</tr>
<tr>
<td>-----------------------------</td>
</tr>
<tr>
<td>Cache (and register) hit rate</td>
</tr>
<tr>
<td>Number of Processors in SU and EU</td>
</tr>
</tbody>
</table>

a. The heuristics assume sufficient processors are available and thus make no use of this parameter. There is no reason to provide a setting for this parameter here.

### 6.2 Simulator

The variable-execution-discipline machine model developed above is not an actual machine (it is not a “real system” in modelling parlance [44]) so the machine must be simulated. The parameter of importance is elapsed execution.
time. This is the "experimental frame." The "base model" is the set of actual subcomponents of the real system that, unfortunately, does not exist, as noted above. The "lumped model" is a simplified version of the base model that will facilitate simulation.

The results of each run of the simulator will be a number that will indicate performance. For the purposes of this research "performance" will be defined as elapsed execution time and it will be measured by simulated clock cycles.

The simulator must be able to do the following:

1. Simulate simultaneous execution of the SU and EU.
2. Reflect the time required to schedule nodes in the SU and the time required for different operations in the EU (e.g., addition should take less time than division).
3. Simulate multiprocessing capabilities for the SU and EU (i.e., simulate multiple processors in both SU and EU).
4. Provide the simulated time for the simulation run when execution completes.

6.2.1 Design

The simulator consists of the following pieces:

1. Two processing Units, the SU and EU, corresponding to the Scheduling Unit and Execution Unit respectively, based on the variable-execution-discipline machine model developed above; (these processing Units may each contain many subsidiary processors); (the SU holds two special flags: “discipline” that indicates the execution discipline to be used, and “demand_only” that indicates that demand-driven execution has not yet commenced).

2. Two lists, the fire list that communicates fire signals from the SU to the EU, and the done list that communicates done signals from the EU to the SU.

3. A controller that initializes the lists and flags, initiates the processing Units and passes control between the two Units as execution proceeds, then provides the output when the simulation run is complete.

The controller initializes lists, flags and data as summarized in Table 8 below. Under control-driven execution the Entry node provides the SU with all that it needs to begin execution. The Entry node does not “execute” per se, so this node is loaded into the done list and execution begins with the SU. Under data-driven execution the PDW nodes that can execute initially are loaded into the fire list. These nodes are ready to execute, so execution begins with the EU, not the SU. And under demand-driven execution the PDW nodes initially demanded are loaded into the done list, and like control-driven execution, execution begins with the SU. The flag “demand-only” is set, directing the SU to bypass its matching phase for these nodes and proceed to generating demands. When the SU has completed these demands, it resets the demand_only flag so that the next time the SU executes it performs matching as well as demand propagation.

Execution proceeds by the controller passing control back and forth between the SU and EU. When the fire list is empty after the SU has completed a turn at execution, execution of the PDW is complete.7

---

7. The EU always produces exactly one node in the done list for each node in the fire list so termination of execution cannot hinge on the contents of the done list.
Table 8. Initialization of the Simulator

<table>
<thead>
<tr>
<th></th>
<th>Control-driven</th>
<th>Data-driven</th>
<th>Demand-driven</th>
</tr>
</thead>
<tbody>
<tr>
<td>Contents of Fire list</td>
<td></td>
<td>(Nodes initially ready to execute)</td>
<td></td>
</tr>
<tr>
<td>Contents of Done list</td>
<td>Entry node</td>
<td></td>
<td>(Nodes initially demanded)</td>
</tr>
<tr>
<td>Flag settings</td>
<td>discipline = control</td>
<td>discipline = data</td>
<td>discipline = demand demand_only = true</td>
</tr>
<tr>
<td>Data Initialization</td>
<td></td>
<td>(As needed)</td>
<td></td>
</tr>
<tr>
<td>Unit that Executes First</td>
<td>Scheduling Unit</td>
<td>Execution Unit</td>
<td>Scheduling Unit</td>
</tr>
</tbody>
</table>

Simulation of simultaneous execution of the SU and EU requires the use of a "time-stamp" in each signal. Each time a signal passes through the SU or EU, the simulated execution of the work associated with that signal is added to the time-stamp in the resulting signal.

Simulation of variable execution times of different PDW nodes is provided by the use of operation table presented above (see Table 6).

Simulation of multiprocessing capabilities for the SU and EU requires maintaining a min-priority queue (or its equivalent) that represents the processors for each Unit. The time value of the node at the head of the queue is always the smallest and thus always represents the next available processor. When the EU executes an operation, as directed by an entry in the fire list, it sets the current simulated time to that of the processor at the head of the processor queue. The new completion time of this processor will be the old completion time plus the time required to execute the given operation. This can be calculated at the time of the assignment. This new completion time is included in the done signal that is sent to the SU. The queue is then adjusted so that the node at the head of the queue once again has the smallest time value. Multiprocessing for the SU works in a similar fashion. For both the SU and EU, all of the processors have an initial completion time of zero. The execution time for the PDW is the largest completion time of any of the processors when execution is complete.

It is assumed that the SU and EU allocate processors on a per operation or node basis. That is, when the EU allocates the execution of operation X to processor Y, processor Y alone fetches the inputs, executes the operation and stores the output, even if other processors are idle. The processor to which the SU allocates the scheduling of a node performs the updating of the Program Counter or the matching and/or demand propagation, as appropriate for the execution discipline in force. The effect of this is that multiple matches on the same node are not overlapped: the time for two matches is twice the time for one match. The same is true of multiple demand propagations. The justification for this approach is that allocation on a sub-operation basis is excessively fine-grain for the EU, and dataflow machines typically have only one matching unit.8

6.2.2 Implementation

The simulator will be implemented using the object-oriented language Objective-C. This will enable building on top of the project developing the source-to-PDW translator mentioned above. Several new classes are required: one for

---

8. A dataflow machine with multiple matching unit has been proposed but it is uncertain whether or not it has ever been implemented [34]. Multiple matching units introduce problems of their own that limit performance [15].
the Scheduling Unit, another for the Execution Unit, a third for the fire and done lists, a fourth for the min-priority queue that implements the processor list, and a fifth that implements a function for the operation table. A controller is also needed. The structure of the new classes and the controller are already in place. The contents of the fire and done lists will be pointers to nodes of the PDW to be executed. When the fire list is empty after the SU has completed a turn at execution, the simulated execution can halt. The execution time of the simulation run is the largest value of completion time of the simulated processors.

6.3 Heuristics

The heuristics developed below predict the relative performance of a computation under each of the disciplines without actually having to execute that computation. That is, the heuristics map a computation to at least three values:
- predicted elapsed execution time for control-driven execution,
- predicted elapsed execution time for data-driven execution, and
- predicted elapsed execution time for demand-driven execution.

For each execution discipline the heuristics presented below provide four predictions (or only two if there are no branches in the source code). The heuristics assume that the number of processors in the SU and EU is unbounded. This delivers the best possible prediction for data- and demand-driven execution and does not effect the prediction for control-driven execution since it is assumed to be sequential. At this point in the research there is no compelling reason to factor the number of processors in to the heuristics. However, as the research proceeds this may change.

6.3.1 Design

The design of the heuristics will be explained by focusing on individual nodes, then expanding the focus to conditionals and loops.

The predicted time required for an individual PDW node to execute depends on
- the type of the node and
- the scheduling discipline being used.

All nodes require two inputs requiring two fetches. (The \( \beta \) node requires only one input on the first iteration of a loop but this exception is infrequent and can be ignored.) Only a single output of any node needs to be stored, regardless of the number of targets of a node's output in the PDW. This is because the intermediate data in the machine model is stored in a memory and not "flowed" through a circular pipeline. So, for each discipline, the following common activities are required by the EU:
- fetching of the two inputs,
- execution of the node itself, and
- storing of the one output.

Control-driven execution requires in addition
- updating the Program Counter.

Data-driven execution requires in addition
- matching two inputs.

And demand-driven execution requires in addition
- matching two inputs and
- propagating two demands.

Note that the matching and the propagating of demands are assumed to proceed sequentially.

The predicted time required to execute the body of a loop one time, referred to as "iteration time," depends on
- the nodes in that loop, and
- the length of the longest path through the loop
  (if the scheduling discipline is data- or demand-driven).
For control-driven execution the iteration time is the cumulative time for each of the nodes in the loop. For data-driven execution the iteration time is the longest path through the loop. This is the same as "Sinf" that is so effective in predicting performance of the Manchester Dataflow System (see "Performance Prediction" on page 19 above). For demand-driven execution the iteration time is the longest path through the demanded portion of the loop. The time required to execute the arm of a branch statement is determined in an analogous fashion.

The predicted time required to execute a loop depends on the loop's iteration time (discussed above) and the number of times the loop body is predicted to execute, referred to as "trips."

The heuristics make two predictions. One prediction is based on the trip predictions provided by the user in the source code (see the example in Section 6.1.1 on page 25 above). This is referred to as "trip predicted." The second prediction ignores those user-supplied predictions and sets the trips to TL. This is referred to as "trip unpredicted." The predicted execution time for the loop is the product of the iteration time, presented above, and the predicted number of trips. For example, let the iteration time of a loop be \( T_{\text{iteration}} \), and the predicted number of trips be \( \text{trips} \). Then the predicted execution time for the loop is

\[
T_{\text{iteration}} \times \text{trips}
\]

The trip prediction for nested loops are multiplied by \( T_N \). \( T_L \) is initially set to 5 and \( T_N \) to 10, as shown in Table 9 below.

Table 9. "Trip Unpredicted" Loop Parameters

<table>
<thead>
<tr>
<th>Description</th>
<th>Parameter</th>
<th>Setting</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trips for Outermost Loops</td>
<td>( T_L )</td>
<td>5</td>
</tr>
<tr>
<td>Factor for Trips for Nested Loops</td>
<td>( T_N )</td>
<td>10</td>
</tr>
</tbody>
</table>

The predicted time required to execute a branch statement depends on the body in each arm and the percentage of time that the true arm is executed.

As with the loop, the heuristics make two predictions for the arms. One prediction is based on the branch predictions provided by the user in the source code (see the example in Section 6.1.1 on page 25 above). This is referred to as "branch predicted." The second prediction ignores those user-supplied predictions and assumes that the branch predictions are all 50%, indicating that the probability of the true arm executing is the same as the probability of the false arm executing. This could be referred to as "branch unpredicted" – this would make it symmetric with "trip unpredicted" – but it can be more accurately referred to as "branch average." The predicted execution time for a branch statement is the average predicted time for the two arms. For example, let the prediction execution times of the true and false arms of a branch be \( T_T \) and \( T_F \) respectively, and let \( P \) be the branch prediction. Then the predicted execution time for the branch is

\[
( T_T \times P + T_F \times (1-P) ) / 2
\]

The elements involved with the calculation of predicted execution time are summarized in Table 10 below.

Since there are two ways to calculate the trip prediction and two ways to predict the branch prediction, there are four heuristics:

- trip predicted & branch predicted;
- trip predicted & branch average;
- trip unpredicted & branch predicted; and
- trip unpredicted & branch average.
Table 10. Calculation of Predicted Execution Time

<table>
<thead>
<tr>
<th>Focus</th>
<th>Control-driven</th>
<th>Data-driven</th>
<th>Demand-driven</th>
</tr>
</thead>
<tbody>
<tr>
<td>Individual node</td>
<td>EU</td>
<td>fetch the two inputs, execution of the node itself, store the one output</td>
<td></td>
</tr>
<tr>
<td>Does the Work</td>
<td>SU</td>
<td>update the Program Counter</td>
<td>match two inputs, propagate two demands</td>
</tr>
<tr>
<td>Loop Body (“iteration time”) (or Branch Arm)</td>
<td>cumulative time for each node in the loop</td>
<td>longest path through the loop</td>
<td>longest path to the demanded node</td>
</tr>
<tr>
<td>Loop</td>
<td>iteration time * the number of trips the loops is predicted to execute</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Branch statement</td>
<td>(the time to execute the true arm * (branch prediction) + the time to execute the false arm * (1 - branch prediction)) / 2</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

For convenience each has been given a name that is simply the first letter of the words that describe the heuristic, as shown in Table 11 below.

Table 11. Heuristics

<table>
<thead>
<tr>
<th>Heuristic name</th>
<th>Trip function</th>
<th>Branch function</th>
</tr>
</thead>
<tbody>
<tr>
<td>TpBp</td>
<td>Trip predicted</td>
<td>Branch predicted</td>
</tr>
<tr>
<td>TpBa</td>
<td>Trip predicted</td>
<td>Branch predicted</td>
</tr>
<tr>
<td>TuBp</td>
<td>Trip unpredicted</td>
<td>Branch predicted</td>
</tr>
<tr>
<td>TuBa</td>
<td>Trip unpredicted</td>
<td>Branch predicted</td>
</tr>
</tbody>
</table>

The calculation of the heuristics on a computation containing the first kernel of the LFK Test is shown in Section 8.0 on page 37 below.

6.3.2 Implementation

The heuristic algorithms require implementation of functions that calculate
- the predicted execution time of an individual node,
- the cumulative predicted execution time for all nodes in a loop body or conditional arm,
- the longest path through a loop body or conditional arm,
- the longest path to a demanded node of a loop body or conditional arm, and
- trip and branch predictions.

These functions can be implemented by simple, O(n) algorithms.
7.0 Conclusions

For some loops the vector units in supercomputers provide better performance than the scalar units. For other loops the scalar units provide better performance than the vector units. Overall performance can increase if the appropriate unit is chosen for each loop. That is, varying the choice of hardware unit can increase performance. The research discussed in this proposal hypothesizes that a similar relationship exists for different execution disciplines. That is, the hypothesis is that varying the execution discipline can increase performance. The "cash value" of this research is the exploration of an avenue that could provide better performance. The intellectual value is the exploration of an hypothesis that would subsume three approaches that are currently disjoint.

The hypothesis has two parts:

1. Different execution disciplines exhibit different performance for different computations, and
2. These differences can be effectively predicted by heuristics.

Testing of the hypothesis uses the following major pieces:

1. A "variable-execution-discipline" machine model based on Gao's "argument fetch" architecture;
2. The Program Dependence Web (PDW), an intermediate program representation that can be interpreted in control-, data- or demand-driven fashion;
3. The LFK Test (a.k.a. the Livermore Loops) as sample program source code;
4. A simulator that provides performance figures based on simulated execution of the machine model under each of the execution disciplines on the LFK Test; and
5. Heuristics that generate predicted performance figures for the machine model.

The first part of the hypothesis will be tested by simulating the execution of the machine model on a suite of computations, based on the LFK Test, using all three execution disciplines. The second part of the hypothesis will be tested by comparing the results of the simulated execution with the predictions produced by the heuristics.

If the hypothesis is supported, then the model that should be used for the execution disciplines is not that of competitors but that of different tools, each with its own strength and area of application. Such a result opens the door to machines that can vary execution discipline based on the program to be executed, a control/data/demand hybrid machine - mentioned in Section 3.0 above- that could use different execution disciplines for different parts of the same program.

If the hypothesis is not supported, then the value of alternative execution disciplines, namely data- and demand-driven execution, is open to question. That is, if the only criterion is performance, then further research on data- and demand-driven execution is at a tangent to research on control-driven execution.
8.0 Appendix: Example Calculation of Heuristics

This section applies the heuristics presented above to an example computation in order to clarify the nature of the heuristics. A computation is shown below in Figure 12. The program_source_code is the first kernel from the LFK Test. The loop prediction on the first line is an addition, of course. The input_data is n=6, indicating that the loop will actually iterate 6 times. The initial values for x, q, y, r, z and t are unimportant for this example because they are not used to control loop iteration (and there are no branches in the code). The demanded_output is \( y[k] \times (r \times z[10] + t \times z[11]) \), indicating that only this intermediate value is of interest.

Figure 12. Example Computation

```
program_source_code:
/* Kernel 1 Hydro Fragment */
for ( k=0 ; k<n ; k++ ) [8]
    x[k] = q + y[k] * ( r*z[10] + t*z[11] );

input_data:
    n=6

demanded_output:
```
The PDW for the source code shown above is shown below in Figure 13. Due to space constraints the $\beta$ nodes for variables $r$, $t$, $y$, $q$ and $x$ are not shown. Likewise, a number of the true data dependence arcs are not shown. The primary purpose in including the PDW is to give credence to the calculation of the longest path discussed below.

Figure 13. PDW for Example Computation

Nodes in longest path shown in bold.

Not shown are $\beta$ nodes for $r$, $t$, $y$, $q$ and $x$.

From $[]=\{}$ nodes directly below.

From $\beta$ node for $x$ (not shown).

$[]=\{}$ is the array reference operator.

$[]=\{}$ is the array assignment operator.

The output of this node is demanded.

$x[k] =$ <right input> To $\beta$ node for $x$ (not shown).
Table 13 below shows the performance (i.e., predicted execution time) of the nodes of the PDW shown above. To simplify the Tables, the common factors for the execution of any PDW node under each of the three execution disciplines is isolated and shown in Table 12 as "base" times.

Table 12. Base Time

<table>
<thead>
<tr>
<th>Formula</th>
<th>Control-driven</th>
<th>Data-driven</th>
<th>Demand-driven</th>
</tr>
</thead>
<tbody>
<tr>
<td>Using values from Table 6</td>
<td>[(2*3) + 3] * (1-0.8) + 0</td>
<td>[(2<em>3) + 3] * (1-0.8) + (2</em>0.5)</td>
<td>[(2<em>3) + 3] * (1-0.8) + (2</em>0.5) + (2*0.5)</td>
</tr>
<tr>
<td>Base time</td>
<td>1.8 = basecontrol</td>
<td>2.8 = basedata</td>
<td>3.8 = basedemand</td>
</tr>
</tbody>
</table>

Table 13. PDW Node Execution Time

<table>
<thead>
<tr>
<th>PDW Node</th>
<th>Execution Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control-driven</td>
<td>Data-driven</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>β, T, η^F</th>
<th>pdw + basecontrol</th>
<th>pdw + basedata</th>
<th>pdw + basedemand</th>
</tr>
</thead>
<tbody>
<tr>
<td>= 1 + 1.8</td>
<td>= 1 + 2.8</td>
<td>= 1 + 3.8</td>
<td></td>
</tr>
<tr>
<td>= 2.8</td>
<td>= 3.8</td>
<td>= 4.8</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>&lt;</th>
<th>compare + basecontrol</th>
<th>compare + basedata</th>
<th>compare + basedemand</th>
</tr>
</thead>
<tbody>
<tr>
<td>= 2 + 1.8</td>
<td>= 2 + 2.8</td>
<td>= 2 + 3.8</td>
<td></td>
</tr>
<tr>
<td>= 3.8</td>
<td>= 4.8</td>
<td>= 5.8</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>+ (Integer)</th>
<th>i_add + basecontrol</th>
<th>i_add + basedata</th>
<th>i_add + basedemand</th>
</tr>
</thead>
<tbody>
<tr>
<td>= 2 + 1.8</td>
<td>= 2 + 2.8</td>
<td>= 2 + 3.8</td>
<td></td>
</tr>
<tr>
<td>= 3.8</td>
<td>= 4.8</td>
<td>= 5.8</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>+ (Float)</th>
<th>f_add + basecontrol</th>
<th>f_add + basedata</th>
<th>f_add + basedemand</th>
</tr>
</thead>
<tbody>
<tr>
<td>= 3 + 1.8</td>
<td>= 3 + 2.8</td>
<td>= 3 + 3.8</td>
<td></td>
</tr>
<tr>
<td>= 4.8</td>
<td>= 5.8</td>
<td>= 6.8</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>=[]</th>
<th>a_fetch + basecontrol</th>
<th>a_fetch + basedata</th>
<th>a_fetch + basedemand</th>
</tr>
</thead>
<tbody>
<tr>
<td>= 5 + 1.8</td>
<td>= 5 + 2.8</td>
<td>= 5 + 3.8</td>
<td></td>
</tr>
<tr>
<td>= 6.8</td>
<td>= 7.8</td>
<td>= 8.8</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>* (Float)</th>
<th>f_mult + basecontrol</th>
<th>f_mult + basedata</th>
<th>f_mult + basedemand</th>
</tr>
</thead>
<tbody>
<tr>
<td>= 8 + 1.8</td>
<td>= 8 + 2.8</td>
<td>= 8 + 3.8</td>
<td></td>
</tr>
<tr>
<td>= 9.8</td>
<td>= 10.8</td>
<td>= 11.8</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>[]=</th>
<th>a_store + basecontrol</th>
<th>a_store + basedata</th>
<th>a_store + basedemand</th>
</tr>
</thead>
<tbody>
<tr>
<td>= 5 + 1.8</td>
<td>= 5 + 2.8</td>
<td>= 5 + 3.8</td>
<td></td>
</tr>
<tr>
<td>= 6.8</td>
<td>= 7.8</td>
<td>= 8.8</td>
<td></td>
</tr>
</tbody>
</table>
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Predicted iteration time can now be calculated. The calculation is shown in Table 14 below.

Table 14. Iteration Time

<table>
<thead>
<tr>
<th>Rule (see Table 10)</th>
<th>Control-driven</th>
<th>Data-driven</th>
<th>Demand-driven</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>cumulative time for each node in the loop</td>
<td>longest path through the loop</td>
<td>longest path to the demanded node</td>
</tr>
<tr>
<td>(Listed at the right are the Nodes, and their number, that constitute iteration time)</td>
<td>7<em>p + (&quot;&lt;&quot;) + add_int + T + 2</em>(&quot;=[ ]&quot;) + 3<em>mult_float + 2</em>add_float + &quot;[ ]=&quot;</td>
<td>(\beta) +</td>
<td>(\beta) +</td>
</tr>
<tr>
<td>Using Table 13 above</td>
<td>(7\times2.8) + 3.8 + 3.8 + 2.8 + 2*(6.8) + 3*(9.8) + 2*(4.8) + 6.8</td>
<td>3.8</td>
<td>4.8</td>
</tr>
<tr>
<td>Iteration time</td>
<td>= 89.4</td>
<td>= 52.6</td>
<td>= 44</td>
</tr>
</tbody>
</table>

And finally the heuristics can be completed. The value for "trip prediction" is provided in the source code of the computation (see Figure 12). Table 15 shows that calculation. (Since there are no branches in the source code of the computation, the four heuristics reduce to two.) The calculation predicts that the performance of demand-driven execution will be slightly (17%) better than data-driven and significantly (51%) better than control-driven execution.

Table 15. Heuristic Predictions

<table>
<thead>
<tr>
<th>Heuristic</th>
<th>Predicted Execution Time</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Control-driven</td>
</tr>
<tr>
<td>Trip Predicted (TpBp or TpBa)</td>
<td>Iteration time * trip prediction</td>
</tr>
<tr>
<td></td>
<td>= 89.4 * 8</td>
</tr>
<tr>
<td></td>
<td>= 715.2</td>
</tr>
<tr>
<td>Trip Unpredicted (TuBp or TuBa)</td>
<td>Iteration time * TL</td>
</tr>
<tr>
<td></td>
<td>= 89.4 * 5</td>
</tr>
<tr>
<td></td>
<td>= 447</td>
</tr>
</tbody>
</table>
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