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ABSTRACT

Results of TRNSYS simulations of photovoltaic systems with electrical storage are described. Studies of the sensitivity of system performance, in terms of the fraction of the electrical load supplied by the solar energy system, to variables such as array size, battery size, location, time of year, and load shape are reported.

An accurate simplified method for predicting array output of max-power photovoltaic systems is presented. A second simplified method, which estimates the overall performance of max-power systems, is developed. Finally, a preliminary technique for predicting clamped-voltage system performance is discussed.
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$\sigma$  Standard deviation
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SUBSCRIPTS

$a$  Array

c  Effective or electrical

$i$  Hourly value
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$r$  Reference value

$s$  Solar
SPECIAL SYMBOLS

\[ \bar{\text{\text{\_}}} \] as, e.g., in \( \bar{Q}_e \), means monthly average value
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1.0 INTRODUCTION

1.1 Background

Widespread adoption of photovoltaic (PV) systems for terrestrial use relies on several factors. The most important are system cost and system performance. These two are not inseparable, however, since performance dictates the price that can be paid for the system. For comparisons of PV systems with systems which use nonrenewable fuels, economic analyses require knowledge of fuel savings that would result should a PV system be used to meet part of the load. If PV systems are to be compared with other renewable energy alternatives, system sizing (i.e., performance calculations) must be done in order to compare the costs of each.

Detailed and sophisticated computer programs currently exist (Ref. 1.1, 1.2) which allow performance calculations to be made. These codes can be used to explore trade-offs and problem areas that may arise, but they typically require access to fairly large computing facilities and some sophistication of use. They obviously do not replace the need for construction and testing of hardware prototypes although they can greatly reduce the number of prototype systems that need to be built.

Such detailed programs also will not satisfy the eventual need for simplified design guidelines that will be necessary to effectively implement large scale use of PV systems. The codes do, however, serve as useful tools in the development of such design guidelines. This fact has already been demonstrated in the national solar thermal program where the development of the University of Wisconsin's TRNSYS (Ref. 1.3) simulation program has led to the f-Chart method of thermal system design (Ref. 1.4). Thus certain types of thermal systems (space heating and domestic
water heating) can now be reliably designed without resorting to computer calculations.

The terrestrial photovoltaic field has not yet reached that point of maturity where simplified design techniques are available. However, the rapid growth that this field is experiencing suggests that it is not too early to deal with such subjects.

1.2 This Study

The major thrust of the work documented in this report has been the investigation of the validity of certain simplified design procedures for photovoltaic system analysis. The goal has been to explore system sensitivities and to lay the groundwork for possible simplified design methods. This document is not, therefore, a design manual in the sense that it could be easily used for design purposes.

The systems addressed here are passively cooled and grid connected or have a non-photovoltaic back-up source. Both systems with and without dedicated battery storage are studied. Max-power tracked systems have received the most attention although inroads have been made in the clamped-voltage mode of operation.

Max-power tracked systems are easier to address in a simplified design procedure since the PV array can be uncoupled from the battery, power conditioning equipment, and the load. In the battery or voltage-clamped mode, the array voltage (and thus, power output) is determined by the battery and its interaction with the array and load.

Computer simulation has been used to guide the development and validation of the simplified techniques discussed here. Such simulations have also been used to uncover some fairly general design 'rules of thumb' concerning battery sizing and to study
the sensitivity of the results to various system parameters and load behavior.

This report is divided into five (5) main parts. They are:

Chapter 2: System Simulation Studies
Chapter 3: Simplified Method for Predicting Array Output
Chapter 4: Simplified Method for Max-Power Tracked System Performance
Chapter 5: Simplified Method for Clamped-Voltage System Performance
Chapter 6: Discussion, Conclusions and Summary

1.3 Summary of this Study

This section briefly summarizes the results of this study. A slightly more detailed summary of the complete results can be found in Chapter 6.

- $Q_e/L$, the ratio of monthly average daily array output (multiplied by the power conversion efficiency) $Q_e$, to the monthly average daily electrical load $L$, and $S/\eta A$, the ratio of storage capacity ($S$) to effective array area (monthly average array efficiency times the array area, $\eta A$) are good parameters for correlating $f_e$, the fraction of $L$ supplied by solar, for various locations for similarly tilted arrays.

- When $Q_e/L$ is small, $f_e$ differs from $Q_e/L$ only by the storage losses which can be small if much of the load occurs during daylight hours.

- When $Q_e/L$ is large, $f_e$ can be significantly different from $Q_e/L$ due to storage losses and dumping (or not collecting) energy when storage is filled.
Load shape is important in determining $f_e$ for a given $Q_e/L$ and $S/\eta A$, for $S/\eta A < 50 \text{ W-hrs}/(\% \cdot \text{m}^2)$.

$S/\eta A > 50 \text{ W-hrs}/(\% \cdot \text{m}^2)$ of storage is seldom warranted for most load shapes that might be considered for $\sigma$ applications.

The knees of the $f_e$ versus $S/\eta A$ curves are somewhat load shape and $Q_e/L$ dependent but typically occur in the region of $S/\eta A = 30 \text{ W-hrs}/(\% \cdot \text{m}^2)$.

In addition to the obvious conclusion that locations of poor insolation require more array area to meet a given fraction of the load, the results of this study show that battery size should scale with the effective array area in order to yield the same system performance (i.e., $f_e$) in different locations.

Predicted system performance does not appear to be strongly dependent on the frequency or magnitude of random fluctuations in the load.

Predicted system performance does not appear to be strongly dependent on the battery model (at least for the three different battery models used) or on the range of battery state of charge. However, good representations of the charge and the discharge curves are necessary.

The results of these simulation studies show that simplified design procedures should account for diurnal load shape, daylength (or time of year), and, to a lesser extent, location.
Simplified array output results:

- A method was developed whereby the monthly average array efficiency ($\eta$) can be hand calculated from a minimum of information.

- This $\eta$, when multiplied by the monthly average insolation on the array, gives the monthly average electrical output.

- The results are derived from long term (22 year) average behavior.

- The method was developed for passively cooled, max-power tracked systems.

- The results apply to either flat arrays (of various tilts) or 2-D tracked concentrating systems.

- Results were also derived which enable one to predict monthly average midday array temperature and electrical output.

- Statistics were compiled which permit an assessment of the expected departures from long term behavior.

Simplified Method for Max-Power Tracked System Performance:

- A simplified methodology was developed to predict the fraction of an electrical load that could be supplied by a passively cooled, flat array, PV system.

- The method was validated by comparison with computer simulation.
• The method accommodates various diurnal load shapes, daylengths, and climatic locations.

• The method is applicable to systems with and without dedicated storage.

• The method has potential for use with hand-held programmable calculators. It certainly can be used easily on small computers.

• The method makes use of Liu and Jordan (Ref. 1.5) type distributions of daily radiation on the horizontal to define a good, a mediocre, and a poor day to represent the monthly weather variations.

• Calculations are conducted for these three days and averaged to obtain a monthly value.

• Results for Albuquerque, NM, Madison, WI, and Medford, OR, show the method is within a standard deviation of 2.6% (absolute) of simulation results.

Clamped-Voltage Mode Results:

• Some representation for the solar cell I-V curve under various temperatures and insolation must be available in order to simulate or predict system performance.

• For a good choice of SR, the number of PV cells in series with each battery cell, the electrical output for clamped-voltage operation is only 2 to 3% below that for max-power tracking, if no power loss is considered for the max-power tracker.

• The optimum value of SR varies from month to month for a given location.
• A simplified design procedure akin to those described above appears to be infeasible.

• In preliminary comparisons, the results of a short computer program for predicting clamped-voltage array output vs. SR agree with those from TRNSYS simulations.
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2.0 SYSTEM SIMULATION STUDIES

This chapter discusses the computer simulation studies of photovoltaic electric systems that were done in order to assess the sensitivity of system performance results to various parameters. These studies then allowed the search for various correlations that might relate the important parameters to system performance, a first step in establishing simplified design procedures and 'rules of thumb.'

2.1 The System

The system modeled in these studies is illustrated in Fig. 2.1. It consists of a flat array 'photovoltaic collector,' regulator, inverter, and battery storage. These units are used to supply whatever fraction of the electrical load they are capable of meeting. Whenever this fraction is less than one (1), the balance of the load is met by some back-up system whether it be a utility grid or a stand-alone auxiliary power source. If the load is totally met and storage cannot accept excess solar-generated electricity, the excess may be considered to be fed back to the back-up (e.g. if the back-up were a utility grid that would permit such operation) or 'dumped' in some non-useful (i.e., non-useful to the electrical load) way. Hence, dumping would represent physically dissipating the energy as thermal energy in a resistive network, disconnecting all or part of the array in order to avoid the collection of the excess power, or moving off the max-power point.

In these simulations, the arrays were always assumed to be max-power tracked, i.e. the voltage on the array was continuously adjusted in order that the power out was the maximum possible. Deviations from this type of operation are discussed in Chapter 5.
2.1.1 The Simulation Program

All of the computer simulations reported in this chapter were performed using TRNSYS, a general simulation program for solar energy systems (Ref. 2.1) available from the University of Wisconsin. TRNSYS-compatible subroutines for the photovoltaic collector, regulator/inverter, and storage battery have been described previously (Ref. 2.2). Improved versions of these have been developed during the course of this study, along with an electrical subsystem which combines the above three components. The new versions were used in this study; they may be requested from the authors.

Time steps of 0.5 hour or less were used to avoid convergence problems. Monthly summaries of the results were from year-long simulations (8760 hours) were tabulated and analyzed.

2.1.2 The Solar and Meteorological Data Base

The data base used for these studies was the hourly Typical Meteorological Year (TMY) data (Ref. 2.3) in order to avoid the computation expenses involved in simulating multiple years of operation. The source of the solar information contained in the TMY data is the SOLMET data base (Ref. 2.4). This includes the standard year corrected total radiation on the horizontal and the direct normal (beam) radiation.

2.1.3 The Geographical Locations

Albuquerque, NM data were chosen to drive the initial and most extensive set of simulations. Since the weather in Albuquerque is consistently good from month to month, some simulations were also run using weather data for other locations representing a range of weather patterns. They are: Bismarck, ND; Madison, WI; Medford, OR; Phoenix, AZ; Santa Maria, CA; and Washington D.C./Sterling, VA. Of these locations, Madison, WI merits the title of most uniformly poor weather (although Washington/Sterling is competitive). Medford, OR, on the
other hand, spans the whole range of very poor (in the winter) to very good (in summer). For these reasons, Madison and Medford (along with Albuquerque) receive more attention in this report than other cities.

2.1.4 The Array

For these simulations the photovoltaic flat array was considered to consist of cells having an efficiency of 15% at 28°C. The array was south facing and tilted up from the horizontal at the local latitude angle (θ). The encapsulant over the cells in the array was assumed to have a transmittance of 88%. With the assumed cell packing factor on the array of 1.0, the resulting array reference efficiency was 13.2% at 28°C.

For thermal considerations, the solar absorptance of the array was assumed to be 88% and the thermal loss coefficient was taken to be 20 kW/(m²·C) or 72 kJ/(hr·m²·C). The loss coefficient depends in a complicated way on wind speed and direction and on secondary flow patterns in the array field. Since these factors are difficult to determine, a constant thermal loss coefficient was used.

However, the correlations that are used in presenting the results of the simulations in this chapter make the results independent of most of these choices and therefore much more versatile than the above array description would indicate. This will become more apparent in Section 2.2.

2.1.5 Electrical Storage

The model for electrical storage used in these simulation studies is the modified-Shepherd Model for lead-acid batteries (Ref. 2.2). It is discussed in more detail in Section 2.3 where the sensitivity of the simulation results to the battery model is described.

In the results of Section 2.2, the batteries were permitted to function over the fractional state of charge range of 0.4 < F < 0.95.
The sensitivity of the results to this range is also discussed in Section 2.3.

The battery charging strategy adopted for the results of this chapter gives first priority to recharging the battery to \( F = 0.6 \) with array output once the battery has reached its lowest permissible state of charge \( (F = 0.4) \); otherwise, first priority is given to satisfying the load. Compared to a strategy of always giving the load to be met first priority for array output, this gives a small reduction (\(-2\%\)) of the solar fraction due to increased battery losses.

The battery is considered to be 'dedicated storage' in that it was only charged by the array and never by the back-up or auxiliary power. This mode of operation may not represent the most economic mode of operation.

2.1.6 The Regulator/Inverter

The regulator and power conditioning equipment simulated in these studies gave a constant 'straight through' efficiency (i.e., efficiency for converting d.c. array output power directly to a.c. power) of 81%. The assumption of a constant efficiency is not unreasonable since equipment of this type typically has very flat efficiency versus load curves over a wide part of the intended operating range. The actual efficiency is not critical since the results are presented here in a way that is independent of the value.

The regulator in the simulations includes a max-power tracker. Therefore, it must match power taken from the array at one voltage, with some or all of that power (if storage is involved) delivered to the battery at another voltage level. This is not presently a common method of operation in systems involving battery storage, but such operation is quite possible and may become common in future large systems (Ref. 2.5).
Results obtained for this max-power mode of operation may be useful in predicting results of battery-clamped operation (where the battery and photovoltaic array are wired directly in parallel). Chapter 5 discusses battery-clamped systems in more detail.

2.1.7 The Load

One of the difficult problems associated with developing simplified design procedures for photovoltaic systems is the wide diversity of electrical loads to which systems may be mated. Demand profiles or diurnal load shape can have a significant influence on system performance.

In the majority of the simulations described here, the diurnal load shape was assumed to consist of a cosine function of 24 hour period superposed on a constant background, as demonstrated in Fig. 2.2. The load shape was assumed to be repetitive from day to day. The daily total load or energy for Fig. 2.2 is given by

\[ L = \int_0^{24} L(t) dt = 24L_0 \]  

Limited information (Ref. 2.6) suggests that for residential base load applications, an appropriate choice of parameters is \( L_t/L_0 = 0.25 \) and \( T_p = 17 \) (5 pm) (where \( T_p \) is the hour of maximum demand). These values were used as a baseline in the initial studies conducted under this program; the resulting load shape is referred to as the baseline load. The effect of load shape was then investigated by altering these parameters and redoing the simulation; these results are discussed in Section 2.2.4.

For applications such as residences and small commercial installations, the electrical demand is not continuous and "smooth" as shown in Fig. 2.2, although the monthly average daily profile may be. Particularly for systems with little or no storage, one might expect errors to arise in estimating the fraction of such "noisy" loads supplied by solar if the monthly average daily profile is used.
each day in the simulation. This has been studied and is discussed in Section 2.2.5.

2.2 The Simulations

The results of the computer simulations of the photovoltaic systems described in Section 2.1 are discussed in this section with the exception of battery sensitivity studies, which are reported in Section 2.3. The results of all the studies are correlated in terms of the quantities:

\( f_e \) - the fraction (or percent) of the electrical load that is actually supplied directly by the solar system,

\( Q_e / L \) - the ratio of the monthly average daily total solar electric availability to the monthly average daily total electrical load,

\( S / \eta A \) - the ratio of storage size to the "effective" area of photovoltaic array.

The first of these, \( f_e \), is a non-dimensional quantity that is similar to the solar fraction commonly used in the solar thermal field (Ref. 2.7). Knowledge of this parameter allows the designer to conduct an economic analysis, since he can predict his auxiliary energy savings and the resulting net present worth of these savings realized over a period of time.

The second combination, \( Q_e / L \), is also non-dimensional. It differs from \( f_e \) since \( Q_e \) represents the array output \( Q_{ae} \), multiplied by the "straight through" efficiency for power conditioning, \( \eta_{pc} \). However, not all of \( Q_e \) may actually be made available to the load since some may be irretrievably fed back to a utility, dumped or lost in storage. Only in the special case where the solar output is always less than the load should it be expected that \( Q_e / L \) and \( f_e \) would be equal to one another. A designer, of course, has to know the magnitude of his load \( L \). With knowledge of
array output he can then select an array area that gives a desired $Q_e/L$. Chapter 3 presents a simplified method for predicting monthly average array operating efficiency and thus monthly average array output.

The third term, $S/\eta A$, is a dimensional parameter that has been found by this study to be useful in 'collapsing' data from many types of weather patterns. This should become apparent in the sections that follow.

Battery capacity, $S$, is often given in terms of amp-hrs where the battery is discharged over its useful capacity range at the $S/10$ rate (discharge current equal to the battery capacity divided by 10 hours). In some respects this is the least ambiguous method of stating capacity, but in other respects it is not explicit. Therefore, capacities have also been stated here in terms of energy ($W$-hrs), which are easier to use but less precise.

When amp-hr units are used in this study, they refer to the total capacity of all single cells (i.e., all nominal two volt cells) that make up the battery. If, for example, one is making use of a 12 volt, 100 amp-hour battery consisting of 6 cells in series, each cell has necessarily a capacity of 100 amp-hrs. Total capacity of all single cells would then be $6 \times 100$ or 600 amp-hrs., which is the number that should be used with the results presented here.

These same 6 cells could be connected in parallel to yield a 2 volt, 600 amp-hr battery which, for simulation of max-power tracked systems, would produce the same system performance as its 12 volt counterpart discussed above. However, in real systems, coordinating voltages among the array, the max-power tracker, and the battery is an important design consideration.

To convert amp-hr capacities to energy values, one needs only to multiply them by an appropriate voltage. Perhaps the best value would be the average between the voltage at the beginning and at the end of
an S/10 (S in amp-hrs) discharge rate. These voltages depend on the construction of the battery and on the range of fractional state of charge that is permitted during operation.

The fine points of this voltage choice have been sidestepped here by choosing the nominal voltage of 2.0 volts per cell as the appropriate voltage. Thus, the 12 volt, 100 amp-hr battery discussed above is assumed to represent 1200 W-hrs of storage, as does the 2 volt, 600 amp-hr battery. The results which follow demonstrate that system performance is not strongly enough dependent on S/ηA to merit more precise interpretations of S.

The S that is used in the results that follow represents the effective capacity that is utilized in operation of the system. If a 500 amp-hr (1000 W-hr) cell is used but it is not permitted to discharge below a fractional state of charge of 0.5, this represents an effective S of 250 amp-hrs (500 W-hr), if full charge is permitted.

The η in S/ηA is the monthly efficiency for converting solar energy into array output electrical energy. A simplified method for determining this is presented in Chapter 3. The A in S/ηA represents the array area.

2.2.1 Baseline Load/Albuquerque/Equinox Months

Fig. 2.3 shows a map of system performance typical of the baseline load in Albuquerque, NM, in the months of March and September. Results for other months can vary from those shown in Fig. 2.3, primarily because of the change in the daily insolation profile created by changing daylengths. This effect is discussed in more detail in the next section.

In systems with relatively small arrays (Q_e/L ~ 0.2) the array output is always less than the immediate baseline demand. Consequently, the output is always used directly by the load and there
is no need for storage. System performance is then independent of the storage capacity.

As the array becomes larger (e.g., $Q_e/L = 0.6$), there are periods when the power output of the array exceeds the immediate requirement of the baseline load. With no storage available, this extra or excess (XS) energy must be dumped. As battery capacity is increased, however, some of the extra energy can be stored for use later when array output again satisfies less than the full load. Dumping decreases further with increased battery capacity until, with a storage capacity corresponding to about $S/\eta A = 20 \text{ amp-hrs}/(\% \cdot \text{m}^2)$ or $40 \text{ W-hrs}/(\% \cdot \text{m}^2)$, dumping is eliminated, and no further improvement in performance can be achieved with increased storage.

As the array becomes larger yet (e.g., $Q_e/L = 1.0$) its output increases, but virtually all of the increased production occurs during periods in which the full baseline load already is satisfied by a smaller array. Without storage, almost all of the increased output is merely dumped and does not significantly improve performance. The addition of storage, however, again permits the extra midday array output to be used in the afternoon and nighttime when the system otherwise would be incapable of satisfying the load. As in the case of $Q_e/L = 0.6$, a storage capacity exists for which dumping is minimized and any additional storage is not effectively utilized.

When the array size increases further, the monthly average daily output exceeds the daily load ($Q_e/L = 1.2$). Without storage, little improvement in performance is noted. With sufficient battery capacity [typically $25 \text{ amp-hrs}/(\% \cdot \text{m}^2)$ or $50 \text{ W-hrs}/(\% \cdot \text{m}^2)$] the system satisfies nearly the entire load, with excess array output being dumped. These larger storage sizes are what might be termed "intermediate size storage" in that they are depleted by several consecutive days of poor insolation and are replenished during the next good insolation period. The temptation of speaking of "number of hours" of storage will be avoided until the effect of geographic location is discussed in Section 2.2.3.
Fig. 2.4 illustrates the use of the battery. The small diagrams superposed on this figure are frequency distributions of the battery state of charge. For example, these show that small batteries \([S/\eta A \sim 20 \text{ W-hrs}/(\%\cdot \text{m}^2)]\) cover their entire permitted range of state of charge, since they typically charge completely during the day and then fully discharge overnight. For \(Q_e/L = 0.6\), photovoltaic array output is insufficient to fill a large capacity battery \([S/\eta A > 40 \text{ W-hrs}/(\%\cdot \text{m}^2)]\). As a result, the state of charge is at or near its minimum permitted value most of the time. If this minimum happens to be near zero (i.e., if the battery were allowed to be fully discharged), such operation would not favor long battery lifetimes. This situation reverses for large arrays (e.g., \(Q_e/L \sim 1.2\)) and large batteries. Here the array output maintains the batteries at full charge most of the time since there is more than enough energy to meet the average daily load. Such operation would favor long battery lifetime.

Note that a fixed \(S/\eta A\) does not infer the same battery capacity at \(Q_e/L = 0.6\) as it does at \(Q_e/L = 1.2\). For the same load, it takes twice the array size for \(Q_e/L = 1.2\) as it does for a \(Q_e/L = 0.6\). Equal \(S/\eta A\) thus requires twice the battery capacity for \(Q_e/L = 1.2\) as for \(Q_e/L = 0.6\).

2.2.2 Baseline Load/Albuquerque/Seasonal Variations

Fig. 2.5 demonstrates the seasonal variation in system performance. The figure considers four months in Albuquerque: March, June, September, and December. The effects of monthly average insolation differences again have been removed from the figure by comparing behavior at constant \(Q_e/L\) ratios. The figure indicates that, when little storage is provided, significantly better performance is achieved in summer. With additional storage, seasonal variations are minimized.

The major factor contributing to the seasonal variation shown is daylength. In winter months, a shorter daylength requires a greater
peak array output in order to attain the same total output. The steeper noontime peak in array production is more poorly matched to the given load profile. Hence, more energy is directed to storage in winter months and, if insufficient storage exists, more energy is dumped. Thus, at the lower values of storage in Fig. 2.5 the December curve shows the worst performance. March and September exhibit improved behavior while June, with the longest daylength, generates an output most closely matched to the load profile and consequently has the best performance.

Fig. 2.6 demonstrates the above results through the use of typical load and output curves for June and December. The more peaked December array output profile is clearly illustrated.

2.2.3 Baseline Load/Effect of Location or Weather Patterns

Fig. 2.7 exhibits the variation in system performance typical of the months of March and September for seven cities for $\frac{Q_e}{L} = 0.6$. Similar results are observed for other values of $\frac{Q_e}{L}$. Monthly average daily total radiation differences between the locations have been effectively removed by considering constant array output to load ratios (i.e., fixed $\frac{Q_e}{L}$ ratios). Differences in daylength due to latitude differences in these equinox months are less than ten minutes for the range of latitudes considered. The major contributing factor is thus the difference in local weather traits, e.g., the speed and frequency of storm fronts in a given area, the occurrence of morning or afternoon fog or cloudiness, etc. According to Fig. 2.7 this effect is comparatively minor even in systems with no storage at all, when comparisons are made at a given $\frac{Q_e}{L}$.

Fig. 2.8 demonstrates the combined effects of seasonal and weather differences. It shows performance during the year, again for seven cities, of systems equipped with two different storage capacities. The small storage cases portray clearly the periodicity which leads to daylength as an explanation for seasonal differences in performance. The larger storage cases once again demonstrate the
effect of storage in diminishing losses caused by poor matching of the load to the array output.

Both Figs. 2.7 and 2.8 demonstrate the value of using $S/\eta A$ along with $Q_c/L$ as correlation parameters. No other combination of variables has been found to serve as well in collapsing the data from such an assortment of climates into nearly single curves of fixed $Q_c/L$.

If the dimensionless group $S/\eta AQ_S$ were used in place of the dimensional group $S/\eta A$, the curves for different locations would not collapse as well onto a nearly single curve. For example, if the horizontal axis of Fig. 2.7 were changed to $S/\eta AQ_S$, any data point for Madison would be moved farther to the right of a corresponding point for Albuquerque of equal $S/\eta A$, since $Q_S$ would be less for Madison than for Albuquerque. Obviously, neither $S/\eta A$ nor $S/\eta AQ_S$ have any effect on the vertical axis or at very large $S$, but each has different effects between these two extremes.

Admittedly, $\eta AQ_S$ is intuitively more appropriate to use in the denominator of the storage parameter. For example, doubling the insolation and halving the array efficiency does not change the system performance, yet this would double the parameter $S/\eta A$ and thus have the appearance of increasing $f_e$.

The most important point to be made regarding to the use of $S/\eta A$ is that the results presented here are for "similarly tilted arrays." For the same array configuration and "similar" tilts, geographically dependent insolation variations are such that $S/\eta A$ happens to be useful in collapsing data.

---

"'Similarly tilted arrays'" means that array tilts in different locations either are optimally tilted for maximum energy collection in each location or are equal increments away from these optional tilts.
Thus, for comparing monthly results for two different locations, say for 'similar' tilts of \((\theta + \theta)\) where \(\theta\) is independent of location, \(S/\eta A\) is a useful parameter. It is not as useful for comparing monthly system performance results for array tilts of \((\theta + \theta_1)\) with results for tilts of \((\theta + \theta_2)\) if \(\theta_1\) is appreciably different from \(\theta_2\). Then \(S/\eta A QS\) would be more useful. One can, however, introduce a modified \(A\) for a given location by multiplying it by the ratio of the insolation on the tilt \((\theta + \theta_1)\) to the insolation on the tilt \((\theta + \theta_2)\).

As an example, consider the same arrays operated in June in both Madison and in Albuquerque, neglecting for the moment the difference between the monthly operating efficiencies due to climate and tilt differences. If the tilt of the array in Madison is \((\theta + 27 = 70^\circ)\) and that in Albuquerque \((\theta - 13 = 20^\circ)\), one has to correct \(S/\eta A\) in one of the two cities so as to obtain 'similar' tilts in both locations before system comparisons can be made. Suppose the Madison results are chosen for correction. Then a modified area \(A'\) needs to be calculated that would account for a change in tilt from \((\theta + 27 = 70^\circ)\) to \((\theta - 13 = 30^\circ)\) in Madison \((\theta = 43^\circ)\). Thus,

\[
A'_\text{Mad} = A_{\text{Mad}} = \frac{Q_S(\text{for } 30^\circ \text{ tilt})}{Q_S(\text{for } 70^\circ \text{ tilt})} = \frac{A_{\text{Mad}}}{1.5}
\]

where 1.5 represents the June ratio for insolation on the two tilts. (Sources of this information will be discussed in Chapter 3.) Now \(S_{Alb}/\eta A_{Alb}\) can be compared with \(S_{\text{Mad}}/\eta A'_{\text{Mad}}\) since adjustments to similar tilts has been made (i.e., to tilts of \((\theta - 13)\)).

The usefulness of \(S/\eta A\) might appear questionable, but it should be remembered that usually only optimum or nearly optimum tilts are considered in design. In such applications, \(S/\eta A\) is a much more convenient parameter than \(S/\eta AQ_S\). Its use forms the basis for some 'rules of thumb' to be discussed in Chapter 6.
A significant result of this section is that for a given load, \( L \), a location which requires \( n \) times as much array area in order to attain the same \( \frac{Q_e}{L} \) ratio as another location, also needs essentially \( n \) times as much battery capacity, ignoring array efficiency differences, in order to provide a comparable solar fraction, \( f_e \). It is certainly no surprise that, for example, one needs more array area in Madison, WI than in Albuquerque, NM to meet a given load. However, it is not widely known that the ratio of battery capacity to array area is the same in both locations for comparable performance.

Also, since different amounts of array may be required to operate at a given \( \frac{Q_e}{L} \) at different times of the year (due to the insolation behavior and tilt), a fixed \( \frac{S}{\eta A} \) may yield different amounts of storage through the year. Table 2.1 demonstrates this point for three different locations. Here the storage has been expressed as 'hours of storage' or the time it would take to deplete the storage if it were discharged from full charge at the average daily demand \( L_0 \). Expressed in this fashion, the storage is independent of the actual load size.

Presumably a designer would design (i.e., choose the array size, array tilt and battery size) for the month with the least favorable insolation to load ratio. He would then calculate the \( \frac{Q_e}{L} \) and \( \frac{S}{\eta A} \) that his design would yield during the remaining months so that yearly performance could be estimated. Once storage size and array size are selected, only \( \eta \) in \( \frac{S}{\eta A} \) would vary from month to month. However, considering the relative insensitivity of \( f_e \) to \( \frac{S}{\eta A} \) (see Fig. 2.3), the variations in \( \eta \) could be ignored with little loss in accuracy.

2.2.4 Variation of Load Shape/Albuquerque/Equinox Months

Fig 2.9 exhibits the effects on system performance of variations in the load characteristics. These calculations were made for Albuquerque, NM and are typical of March or September behavior. The
effects are shown as a function of storage capacity for two different \( \frac{Q_e}{L'} \)’s. The values \( T_p = 0 \) (a peak demand at midnight) and \( T_p = 12 \) (a peak demand at noon) demonstrate the full effect of the phase of the load. \( T_p = 0 \) represents a demand exactly out of phase with the array output, while \( T_p = 12 \) describes a demand precisely in phase with the array. System behavior for cases of a constant load throughout the day (in which \( T_p \) has no meaning) is described here by \( L_k/L_0 = 0 \).

With limited storage, the matching of demand to array output is clearly important. The peak output of south facing arrays usually occurs at noon. Thus, when the minimum demand occurs at noon (as it does when \( T_p = 0 \)), a greater portion of the output must be dumped and poorer system performance results. Conversely, when the maximum demand occurs at noon (\( T_p = 12 \)) a larger part of the array production is used directly, thereby minimizing the quantity of energy which is dumped and yielding improved system performance.

Larger \( L_k/L_0 \) ratios merely amplify the effect. An increase in \( L_k/L_0 \) from 0.25 to 0.50 results in improved performance in the case of \( T_p = 12 \), while the same change causes reduced performance in the case of \( T_p = 0 \).

With increased storage, less of the array output which exceeds the immediate demand needs to be dumped and in all cases, performance improves with increased storage. At large storage capacities [e.g., \( S/\eta \)A 25 amp-hrs/(%·m²) or 50 W-hrs/(%·m²)] no dumping occurs, and system performance differs only slightly due to battery inefficiencies applied to differing quantities of energy flowing through storage.

Fig. 2.9 thus demonstrates that the amplitude and the phase of the load can significantly affect system performance. However, this figure also shows that for reasonable load shapes, more than 25 amp-hrs/(%·m²) or 50 W-hrs/(%·m²) of battery storage is not useful in improving system performance. This may be a useful ‘’rule of thumb’’ in preliminary design applications.
2.2.5 Effect of Random Fluctuations in the Load

In addition to rather continuous or monthly average diurnal variations, other largely random fluctuations in load are likely to occur as various electrical devices switch on and off during a day. It is reasonable to expect that such fluctuations will have the greatest effect on performance (i.e., on the solar fraction, $f_e$) for systems with no storage since there will be no means of buffering the array output. Also, it can be shown that the effect of such fluctuations will be maximized when the array output power is nearly equal to the electrical demand. For the baseline load used here, this occurs for solar system sizes for which $Q_e/L \approx 0.4$. Simulations are described here which explore the effect of fluctuation amplitude and frequency on system performance for systems with no storage.

One motivation for these studies was an apparent problem in predicting the actual energy flows in utility connected systems where sell-back of excess array generated power is permitted. If ratios of price-to-sell to price-to-buy (commonly called the sell-back ratio) are different from one (1.0) it would appear that short term fluctuations, although they may produce no net power flows between the utility and the load, may produce a net monetary flow. If simulations were done using time periods longer than the periods typical of the fluctuations, it would then seem that proper economic analyses could not be accomplished since only net energy transfers could be obtained. These net energy flows would not reveal anything about the actual bidirectional monetary flows.

The studies reported in this section were done by superposing on the baseline load at each time step a 'noise' component picked from a set of random numbers normally distributed about zero. The standard deviation of the random number set (expressed as a fraction of $L_o$) was used to characterize the magnitude of the fluctuations. In the cases where a large negative fluctuation would have produced a negative load, the load was set to zero. Variation of the simulation time step effectively changed the duration or period of the fluctuations. Both
the power flows to the utility (when there was excess solar power) and from the utility were integrated as was the solar generated power going directly to the load.

Fig. 2.10 shows a simple energy flow diagram for reference. Since under max-power tracking, the array output is fixed for given location, orientation, and weather, any change in the solar-generated power that is fed back to the utility produces a change in the amount of solar-generated power that goes directly to the load. For a fixed load, this then produces a change in the solar fraction, \( f_e \). Thus, changes in the bidirectional power flows to and from the utility due to fluctuations, produce changes in \( f_e \). Once \( f_e \) is known, proper economic analysis can be made.

Table 2.2 shows that monthly system performance is remarkably insensitive to such random fluctuations, even for standard deviations, \( \sigma \), as large as 50% of the mean demand. The results shown are for Albuquerque January TMY data, but similar calculations for Medford, OR show comparable results.

In Table 2.2 the change in \( f_e \) due to changing \( \Delta t \) at \( \sigma = 0 \) represents the numerical errors of the type encountered in any finite time-step calculation procedure of the type involved in TRNSYS. However, the problem of fluctuations elucidated above is best considered by examining the changes produced by increasing \( \sigma \) at a fixed \( \Delta t \). Although there is little effect of \( \sigma \) on the monthly results, performance on individual days can be and are substantially affected.

These somewhat surprising results are explained by considering Fig. 2.11 which shows a typical daily interaction between array output and load. The region labeled XS corresponds to the energy output of the array which, in the absence of storage, must be fed back to the utility. Only those fluctuations from the average load which result in a change in XS can cause a change in system performance. Thus, fluctuations during non-daylight hours have no impact whatsoever on performance. Also, only the largest of negative fluctuations affects
performance during the early morning and late afternoon. In the period around noon, negative deviations from the average load result in increased dumping and thereby tend to decrease performance. However, positive deviations during this period are at least partially satisfied by the excess midday output of the array. This decreases the amount of energy dumped and tends to improve system performance. The net result over the period of a month is that the adverse effect of negative midday fluctuations is nearly compensated for by the favorable effect of positive fluctuations.

If the fluctuations become large enough (e.g., $\sigma = 200\%$ in Table 2.2), the negative fluctuations degrade performance much more than positive fluctuations improve it. This leads to a sizable reduction in the solar fraction, $f_e$.

Load shape and size obviously play a role in system performance in the presence of fluctuations. For example, a load that tracked, on the average, the array power output (both in size and shape) would suffer in performance during periods of negative fluctuations but would never realize any improvements during positive fluctuations. No systematic investigation of load shape has been carried out here.

2.3 Battery Model Sensitivity

2.3.1 Choice of Battery Model

Section 2.2 presents results correlated in a way that permits conclusions to be drawn concerning the sensitivity of $f_e$ to factors such as array size, battery storage capacity, and various system efficiencies. This section describes the results of battery sensitivity studies using three models of a lead-acid storage battery, and basically concludes that the results are nearly insensitive to the choice of battery model.

Details of battery modeling have been discussed in a previous report (Ref. 2.2). The key relationship for such a model is the
formula relating battery voltage to its current and stage of charge, i.e., \( V_b = V_b(I,F) \). This function is shown graphically in Fig. 2.12 for a single lead-acid cell for the Shepherd (Ref. 2.8), Hyman\(^2\) (Ref. 2.9), and GE (Ref. 2.6) models, the three versions tested in these simulations. The term 'battery' refers to a collection of lead-acid cells connected in series and in parallel.

The major inefficiency in using a storage battery is due to the higher voltages encountered when charging than when discharging, so that more power is necessary for charging than is available during subsequent discharge. As shown in Fig. 2.12, this difference in voltage is about the same for the Shepherd and Hyman models, and they should yield very similar simulation results. The voltage difference between charge and discharge is less for the GE model than for the other two, and hence use of the GE model should give more efficient battery performance.

Since the inefficiency depends on both the typical charge and discharge rates at which the battery is operated, a valid sensitivity analysis of the battery models requires doing simulations in which the battery experiences an assortment of charge and discharge currents.

The battery currents in max-power systems vary at least as much as in comparable clamped-voltage systems. Hence, the sensitivity results reported here were obtained using only the former mode of operation. In the max-power mode, it can be shown that the current into or out of each battery cell is independent of the series/parallel wiring of individual cells to form the battery.

In general, a small battery (small \( S \)) will see higher currents than will a large one (large \( S \)). The charge and discharge rates also depend upon the sizes of the photovoltaic array and the load, relative to the battery size. Therefore the sensitivity studies of this section include simulations having different combinations of battery.

\(^2\)Also referred to as the modified-Shepherd Model
solar cell array, and load sizes. Table 2.3 lists the eight combinations of component sizes used and the results of the simulations for the three battery models in terms of solar fraction, \( f_e \), for equinox month. The differences in performance (from one model to another) are less than an incremental 2%.

In two of the cases, reasons are apparent for the close agreement among the models in their estimation of system performance. In Case 6, the battery is large relative to both the array and load, which means that it operates at low charge/discharge rates. The voltage difference in each battery model is small for small currents, and thus one would expect that all three models will give nearly the same system performance.

On the other hand, the battery cells in systems with relatively small storage capacity will see large currents, leading to greater storage inefficiencies. But the small capacity limits how much of the array output can be stored and how much of the load can then be supplied by the batteries, so they contribute little to the overall system performance. This is the situation in Case 3.

The combinations of components for which the performance is most difficult to anticipate are those in which the battery size is a good match to the array and load sizes, i.e., Cases 4 and 5. In these circumstances it is hard to predict how the results using the different battery models will compare, but as indicated in Table 2.3, the differences in performance are negligible for these cases as well as for Cases 1 to 3 and 6 to 8.

Besides giving essentially the same results, the simulations using each of the three models require nearly the same amounts of computer time. However, the Shepherd and Hyman models are generally superior because they can be easily modified when better data on lead-acid batteries becomes available or when other kinds of batteries need to be modeled. Furthermore, the Hyman model realistically represents the voltage as a continuous function of the current at any
given state of charge, whereas the Shepherd model has a discontinuity at \( I = 0 \). For these reasons, the Hyman model was used in the simulations reported earlier in this chapter.

### 2.3.2 Energy Losses in the Battery

Other losses, in addition to those associated with the difference between the charge and discharge voltage curves, must be considered in an accurate battery model. In the lead-acid type of cell, these include electrolysis of water which occurs during an occasional 'equalizing' charge and various chemical losses. (For a complete discussion of energy dissipation in a battery see Refs. 2.9 or 2.10.)

These minor losses are most conveniently accommodated in a battery model by lumping them into a 'charging efficiency factor.' This parameter multiplies the charging current to yield the actual rate of change of battery state of charge (Ref. 2.2), i.e., when \( I > 0 \),

\[
\frac{dQ}{dt} = I \cdot \varepsilon
\]  

(2.3)

The value of \( \varepsilon \) to be used in simulations depends upon the manner in which the real electric system is operated, e.g., how often an equalizing charge is applied. The simulations under discussion in this chapter have \( \varepsilon = 0.95 \), a value which is typical of actual battery operation (Ref. 2.10).

The effect of the 'voltage difference' losses and charging losses on system performance is exhibited in Fig. 2.13. The lowest set of curves are for the Hyman battery model with \( \varepsilon = 0.95 \). In these cases both kinds of losses occur. The middle set of curves are again for the Hyman model, but with \( \varepsilon = 1.0 \). The difference between the two curves thus represents the charging losses.

The uppermost set of curves in Fig. 2.13 are from simulations using a model of an ideal lossless battery. (This is the 'Mode 1'
battery model with $\varepsilon = 1.0$, Ref. 2.2.) The upper gap is thus due to the 'voltage difference' losses.

These storage 'voltage difference' losses are clearly more important than are the charging losses, particularly for the cases with the larger $Q_e/L$, and bring about a significant degradation in overall system performance. These results imply that: (1) accurate modeling of photovoltaic systems with storage batteries requires a good representation of $V_b = V_b(I,F)$, and (2) the choice of the value of $\varepsilon$, at least within the range of 0.95 to 1.0, is only of minor importance.

2.3.3 Range of State of Charge

The appearance of the Hyman model's charge/discharge curves in Fig. 2.12 suggests that battery (and, hence, system) performance may depend upon where the battery tends to operate in its state of charge range. That is, 'voltage difference' losses will be less when the battery charges and discharges near the middle range of $F$, compared with its operating at either high or low values of $F$. This section compares the results of simulations having different state of charge limits on the battery ($F_C$, $F_B$, and $F_D$) which restrict it to different ranges of state of charge.

In the systems discussed in Sections 2.1 and 2.2, the battery was inherently restricted to operate between $F_D = 0.4$ and $F_C = 0.95$ with $F_B = 0.6$. Battery losses and therefore system performance would be somewhat different if lower values of $F_D$ and $F_C$ were used, although the frequency distributions shown in Fig. 2.4 would remain essentially unchanged. This was confirmed by rerunning the simulations with $F_D = 0.05$, $F_C = 0.6$, and $F_B = 0.25$. Battery losses and overall system performance are compared in Table 2.4 and Fig. 2.14. Results in Fig. 2.14, when viewed in light of the state of charge histograms, clearly reveal the following trends:
(1) When F is usually low $\frac{\tilde{Q}_e}{L} = 0.6, \frac{\tilde{S}}{\eta A} = 50$ W-hrs/(%·m²)], the 0.40 to 0.95 range gives more efficient battery performance.

(2) When F is usually high $\frac{\tilde{Q}_e}{L} = 1.2, \frac{\tilde{S}}{\eta A} = 50$ W-hrs/(%·m²)], the 0.05 to 0.60 range gives more efficient battery performance.

These results are consistent with the spacing between the charge and discharge curves in the Hyman model at various battery states of charge. Yet, the differences between the two sets of simulations, both in terms of the battery losses (Table 2.4) and solar fraction (Fig. 2.13) are small.

The system performance results depicted in Fig. 2.14 differ primarily because of additional dumping of excess array output in the $0.05 < F < 0.60$ cases. In these simulations, a lower permitted voltage limit kept the battery from discharging over the entire allowed range of $\Delta F = 0.55$; i.e., no constant voltage, taper discharge was permitted. No such limitation existed in the $0.40 < F < 0.95$ cases as a constant voltage, taper charge was permitted at an upper voltage limit. Thus, the simulations with F confined to a lower range have an effective battery capacity less than in those with a higher range of F. With less storage capacity, more dumping occurs and the system performance is poorer.

Since these simulations were done, a more sophisticated regulator/inverter model has been developed which permits a tapered discharge at constant voltage. Simulations with $0.05 < F < 0.60$ incorporating this scheme would have an effective battery capacity larger than the set of simulations with the same range of F described above. This would lead to results which agree even more closely with those from the $0.40 < F < 0.95$ simulations.
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Table 2.1

Hours of Storage for Discharging at L_o for Various Times of the Year at Three Locations

For all Locations and Times, f_e = 55%

<table>
<thead>
<tr>
<th>Month</th>
<th>Q_e/L</th>
<th>S/\overline{m}A W-hrs. ((% \cdot m^2))</th>
<th>Albuquerque (Hours)</th>
<th>Madison (Hours)</th>
<th>Medford (Hours)</th>
</tr>
</thead>
<tbody>
<tr>
<td>March</td>
<td>.6</td>
<td>30</td>
<td>9.8</td>
<td>12.7</td>
<td>14.4</td>
</tr>
<tr>
<td>June</td>
<td>.6</td>
<td>30</td>
<td>8.7</td>
<td>12.1</td>
<td>9.7</td>
</tr>
<tr>
<td>Sept.</td>
<td>.6</td>
<td>30</td>
<td>9.8</td>
<td>13.6</td>
<td>11.5</td>
</tr>
<tr>
<td>Dec.</td>
<td>.6</td>
<td>30</td>
<td>11.9</td>
<td>29.5</td>
<td>47.0</td>
</tr>
</tbody>
</table>

These Hours of Storage numbers are based on supplying a power equal to the average load, L_o. To determine the hours of storage based on average solar system output power (i.e. \(Q_e/24\)), divide these numbers by 0.6.
### Table 2.2

**Utility Sellback Results**  
**Albuquerque TMY, January**  
**Random Load (of std. dev. σ) Superposed on Baseline Load**  
**Δt = Time Step in Hours**

<table>
<thead>
<tr>
<th>Qe/L (Xu) (%)</th>
<th>XS (% of L)</th>
<th>σ (% of L₀)</th>
<th>Δt = 0.05 (%)</th>
<th>Δt = 0.10 (%)</th>
<th>Δt = 0.50 (%)</th>
<th>Δt = 1.0 (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>40%</td>
<td>9.0</td>
<td>0</td>
<td>31.01</td>
<td>31.03</td>
<td>30.98</td>
<td>30.69</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10</td>
<td>31.01</td>
<td>31.02</td>
<td>31.04</td>
<td>30.51</td>
</tr>
<tr>
<td></td>
<td></td>
<td>20</td>
<td>30.76</td>
<td>30.77</td>
<td>30.91</td>
<td>30.21</td>
</tr>
<tr>
<td></td>
<td></td>
<td>30</td>
<td>30.31</td>
<td>30.33</td>
<td>30.60</td>
<td>29.75</td>
</tr>
<tr>
<td></td>
<td></td>
<td>40</td>
<td>29.64</td>
<td>29.66</td>
<td>30.03</td>
<td>28.93</td>
</tr>
<tr>
<td></td>
<td></td>
<td>50</td>
<td>28.78</td>
<td>28.80</td>
<td>29.25</td>
<td>27.86</td>
</tr>
<tr>
<td></td>
<td></td>
<td>200</td>
<td>N/A</td>
<td>16.43</td>
<td>16.94</td>
<td>15.60</td>
</tr>
<tr>
<td>60%</td>
<td>24.9</td>
<td>0</td>
<td>34.94</td>
<td>34.96</td>
<td>34.87</td>
<td>34.42</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10</td>
<td>34.99</td>
<td>35.01</td>
<td>34.93</td>
<td>34.30</td>
</tr>
<tr>
<td></td>
<td></td>
<td>20</td>
<td>34.81</td>
<td>34.85</td>
<td>34.84</td>
<td>34.02</td>
</tr>
<tr>
<td></td>
<td></td>
<td>30</td>
<td>34.50</td>
<td>34.55</td>
<td>34.59</td>
<td>33.57</td>
</tr>
<tr>
<td></td>
<td></td>
<td>40</td>
<td>34.04</td>
<td>34.11</td>
<td>34.16</td>
<td>32.91</td>
</tr>
<tr>
<td></td>
<td></td>
<td>50</td>
<td>33.44</td>
<td>33.52</td>
<td>33.61</td>
<td>32.14</td>
</tr>
<tr>
<td></td>
<td></td>
<td>200</td>
<td>N/A</td>
<td>16.43</td>
<td>16.94</td>
<td>15.60</td>
</tr>
<tr>
<td>100%</td>
<td>61.3</td>
<td>0</td>
<td>38.74</td>
<td>38.77</td>
<td>38.63</td>
<td>37.97</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10</td>
<td>38.82</td>
<td>38.86</td>
<td>38.77</td>
<td>37.80</td>
</tr>
<tr>
<td></td>
<td></td>
<td>20</td>
<td>38.67</td>
<td>38.73</td>
<td>38.73</td>
<td>37.54</td>
</tr>
<tr>
<td></td>
<td></td>
<td>30</td>
<td>38.42</td>
<td>38.53</td>
<td>38.59</td>
<td>34.19</td>
</tr>
<tr>
<td></td>
<td></td>
<td>40</td>
<td>38.06</td>
<td>38.22</td>
<td>38.32</td>
<td>36.65</td>
</tr>
<tr>
<td></td>
<td></td>
<td>50</td>
<td>37.59</td>
<td>37.80</td>
<td>37.97</td>
<td>36.02</td>
</tr>
<tr>
<td></td>
<td></td>
<td>200</td>
<td>N/A</td>
<td>28.93</td>
<td>29.99</td>
<td>27.26</td>
</tr>
</tbody>
</table>
Table 2.3
Effect of Battery Model
Albuquerque TMY, Equinox Months, Baseline Load

<table>
<thead>
<tr>
<th>Case #</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Battery</td>
<td>Small</td>
<td>Large</td>
<td>Small</td>
<td>Small</td>
<td>Large</td>
<td>Large</td>
<td>Small</td>
<td>Large</td>
</tr>
<tr>
<td>Array</td>
<td>Small</td>
<td>Small</td>
<td>Large</td>
<td>Small</td>
<td>Large</td>
<td>Small</td>
<td>Large</td>
<td>Large</td>
</tr>
<tr>
<td>Load</td>
<td>Large</td>
<td>Large</td>
<td>Large</td>
<td>Small</td>
<td>Large</td>
<td>Small</td>
<td>Small</td>
<td>Small</td>
</tr>
<tr>
<td>$\bar{Q}_e/L$</td>
<td>0.4</td>
<td>0.4</td>
<td>0.8</td>
<td>0.8</td>
<td>0.8</td>
<td>0.8</td>
<td>1.2</td>
<td>1.2</td>
</tr>
<tr>
<td>$S/\bar{H}A$ (Wh/%·m²)</td>
<td>38.1</td>
<td>63.5</td>
<td>12.7</td>
<td>38.1</td>
<td>38.1</td>
<td>63.5</td>
<td>12.7</td>
<td>38.1</td>
</tr>
<tr>
<td>$f_e$ (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GE</td>
<td>39.6</td>
<td>39.6</td>
<td>60.2</td>
<td>76.7</td>
<td>76.7</td>
<td>77.0</td>
<td>72.2</td>
<td>97.6</td>
</tr>
<tr>
<td>Hyman</td>
<td>39.4</td>
<td>39.6</td>
<td>59.0</td>
<td>75.3</td>
<td>75.3</td>
<td>76.1</td>
<td>71.5</td>
<td>97.6</td>
</tr>
<tr>
<td>Shepherd</td>
<td>39.4</td>
<td>39.4</td>
<td>59.3</td>
<td>74.8</td>
<td>74.8</td>
<td>75.3</td>
<td>71.5</td>
<td>97.4</td>
</tr>
</tbody>
</table>
Table 2.4
Storage Losses as a Percentage of Load
Albuquerque TMY, Equinox Months, Baseline Load

<table>
<thead>
<tr>
<th>Range of State of Charge</th>
<th>$\frac{S}{\text{A}}$ (W-hrs/$\text{ft}^2$)</th>
<th>$\bar{Q}_e/\bar{L} = 0.6$</th>
<th>$\bar{Q}_e/\bar{L} = 1.2$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>12.7, 25.4, 38.1, 50.8, 63.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$.05 &lt; F &lt; .60</td>
<td>3.0, 5.5, 5.6, 5.5, 5.5</td>
<td>7.2, 9.9, 8.5, 7.5, 6.9</td>
<td></td>
</tr>
<tr>
<td>$.40 &lt; F &lt; .95</td>
<td>3.4, 5.1, 5.0, 4.9, 4.8</td>
<td>6.5, 9.8, 8.6, 7.7, 7.1</td>
<td></td>
</tr>
</tbody>
</table>
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Figure 2.3 System Performance Predictions of TRNSYS Simulations
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Figure 2.5 Seasonal Variation in System Performance.
Figure 2.6. Seasonal Differences Between Daily Load Shape and Insolation Profiles for the Same $\dot{Q}_e/\dot{E}$. Curves are Normalized to the Maximum $\dot{Q}_e$ Each Month.
Figure 2.7 Effect of Location on Weather Patterns.
Figure 2.8 Combined Effect of Seasonal Variations and Local Weather Patterns.
Figure 2.9 Effect of Load Shape on System Performance.
Figure 2.10 Energy Flow Diagram for Utility-Feedback.
Figure 2.11 Typical Daily Interactions Between Array Output and Fluctuating Load for $Q_e/L = 0.6$ and $Q_e/L = 0.4$. 
Figure 2.12 Charge ($I > 0$) and Discharge ($I < 0$) Characteristics of Three Models for a Lead-Acid Battery Cell of 250 Amp-hr Capacity.
Figure 2.13 Effect of Battery "Voltage Difference" and Charging Losses on System Performance.
Figure 2.14 Effect of Different Ranges of Battery State of Charge.
Figure 2.14 Effect of Different Ranges of Battery State of Charge.
3.0 PREDICTING ARRAY OUTPUT

3.1 The Assumptions

In photovoltaic system design it is necessary to predict the output of a given solar cell array under various conditions. As shown in Chapter 2, if the output is small enough and coincides timewise with the load to be met, the solar contribution to the load can often be easily estimated from the calculated array output. If the output is large and/or does not coincide timewise with the load, then predicting the solar contribution to the load is not as easy since not all of the array output may be used. However, in this case, the calculation of array output is desirable since it may play an important role in correlating system performance results.

The present chapter is devoted to a simplified procedure for calculating array output starting with a minimum of input information. The time periods of interest are monthly intervals since there exists a rather good data base on weather and insolation for such periods.

The analysis and results that follow strictly apply to only passively cooled arrays since these types of systems are most strongly tied to ambient weather conditions. The results may, with care, be useful for actively cooled arrays where the heat sink for the thermal energy deposited in the array is ultimately the ambient outdoor weather although this has not been studied extensively. The results definitely do not apply to combined systems that make use of the thermal energy, since in such systems, cell temperature is often determined by non-weather related conditions.

It is also assumed here that the solar cell arrays are max-power tracked; i.e., the voltage imposed on the array is always such that the electrical power produced is a maximum. This assumption is not quite as restrictive as it first appears since it can be shown (Ref. 3.2) that, under the proper conditions, other modes of operation
can produce nearly the same amount of energy as max-power tracked arrays do over some common period of time. For example, arrays that operate in a battery clamped mode (i.e., the battery voltage determines the array voltage) may operate on a nearly comparable basis with max-power tracked systems if the ratio of solar cells to battery cells is properly chosen (see Chapter 5).

The approach adopted here is to find a mean monthly array efficiency that when multiplied by the mean monthly solar irradiation of the array, yields essentially the same electrical energy production as the integration of the instantaneous outputs over the month. This latter quantity can be obtained by use of a sophisticated computer simulation program, but this in itself is not regarded as a simplified technique. It is used here only as an artifice in the determination of the mean monthly array efficiency.

The mean monthly solar irradiation on the array has, of course, been the subject of much work, particularly in the solar thermal field. There are several accepted methods for estimating its value; these will be referenced later in this chapter.

3.2 The Analysis

In terms of the instantaneous solar irradiation, $Q_s(t)$ on a photovoltaic array, the monthly average daily array electrical output energy, $Q_{ae}$, is given by

$$Q_{ae} = A \int \eta Q_s(t) \, dt / N_d$$

(3.1)

where $\eta$ is the instantaneous array efficiency and the integration is carried out over monthly periods. $Q_e$, the electrical energy potentially available to the load introduced in Chapter 2, is related to $Q_{ae}$ by:

$$Q_e = \eta_{pc} Q_{ae}$$

(3.2)
where $\eta_{pc}$ is the "straight through" power conditioning efficiency of the system.

Instantaneous insolation data required in eq. (2.1) is very seldom available. Many times hourly data are the best which are available; i.e. instantaneous insolation data integrated over one hour time intervals. If the insolation for hour $i$, defined as $Q_{s,i}$, is given by

$$Q_{s,i} = \int_{i}^{i+1} Q_s \, dt$$

where the integration is over the $i^{th}$ hour, then eq. (3.1) can be approximated by

$$Q_{ae} = A \sum \eta_i Q_{s,i}/N_d$$

Here the summation goes over all hourly intervals in the month and $\eta_i$ is the "hourly" efficiency. Equation (3.4) is an approximation to eq. (3.1) since it is impossible to reconstruct the instantaneous insolation from the hourly insolation. Hence, it is impossible to tell what fraction of each hour was characterized by "high" insolation (and thus lower efficiency due to the higher temperature of the array) and what part by "low" insolation (and thus a lower efficiency). Although this has not been explored in detail, the difference between eqs. (3.1) and (3.4) should be small for low concentration ratio collectors (e.g. flat plate arrays). This difference undoubtedly increases with concentration.

The array efficiencies $\eta$ and $\eta_i$ for max-power operation, are functions of array (and cell) design, cell temperature and array irradiation. Array design is typically characterized by stating a reference efficiency $\eta_r$ for the array when the cell temperature is at a reference $T_r$ (often 28°C), and array illumination is at some reference level $Q_{s,r}$ (often assumed to be 1 kW/m² or one sun). For the purposes of this work $\eta_i$ will be assumed to be related to
cell temperature, $T_{c,i}$, and array insolation, $Q_{s,i}$ (in kW/m²), through (Ref. 3.1)

$$\eta_i = \eta_r [1 - \beta (T_{c,i} - T_r) + \gamma \log_{10} Q_{s,i}]$$  \hspace{1cm} (3.5)

Here $\beta$ and $\gamma$ are primarily cell material dependent coefficients that relate most closely to the open circuit voltage behavior of the cells (and thus to the max-power voltage). Equation (3.5) generally ignores the dependence of the max-power current on cell temperature, an effect which is often small. Most often this equation is seen without the last term ($\gamma = 0$) (e.g. Ref. 3.2) although it can be important in low insolation locations. In high irradiation situations, such as in concentrator systems, where series resistance effects become important, the insolation dependent term in eq. (2.4) does not provide the proper behavior especially above the irradiation levels that produce the maximum efficiency (Ref. 3.3).

Thus, to the accuracy that most insolation data are known, the monthly average daily array electrical energy production for max-power operation is given by

$$\bar{Q}_{ae} = A \sum \eta_i \frac{Q_{s,i}}{N_d} = A \sum \eta_r [1 - \beta (T_{c,i} - T_r) + \gamma \log_{10} Q_{s,i}] \frac{Q_{s,i}}{N_d}$$  \hspace{1cm} (3.6)

where the summations go over all the hours of the month. Adding and subtracting the hourly ambient (dry bulb) temperature $T_{a,i}$ and the mean monthly temperature $T_M$ to the terms in parentheses and recollecting yields:

$$\bar{Q}_{ae} = (\eta_r A/N_d)[\sum Q_{s,i} - \beta \sum (T_{c,i} - T_{a,i}) Q_{s,i} - \beta \sum (T_{a,i} - T_M) Q_{s,i} - \beta (T_M - T_r) \sum Q_{s,i} + \gamma \sum Q_{s,i} \log_{10} Q_{s,i}]$$  \hspace{1cm} (3.7)
The use of eq. (3.6) in any simplified design procedure is, of course, inappropriate because of the occurrence of the hourly quantities, \( T_{a,i} \), \( T_{c,i} \), and \( Q_{s,i} \). From a simplified standpoint, it would be preferable to calculate \( Q_{ae} \) from:

\[
Q_{ae} = \bar{\eta} A \Sigma Q_{s,i} / N_d \tag{3.8}
\]

where \( \bar{\eta} \) is a monthly average conversion efficiency and the summation is just the monthly average daily insolation on the array. This latter quantity can be estimated from procedures commonly used in solar thermal related work.

An expression similar to eq. (3.5) can be used to represent \( \bar{\eta} \):

\[
\bar{\eta} = \eta_r \left[ 1 - \beta \frac{T_c - T_r}{T_c} + \gamma \log_{10} Q_s \right] \\
= \eta_r \left[ 1 - \beta \frac{T_c - T_r}{T_c} + \gamma \log_{10} Q_s \right] \\
= \eta_r \left[ 1 - \beta \frac{T_c - T_r}{T_c} + \gamma \log_{10} Q_s \right] \tag{3.9}
\]

where the terms now lacking an \( i \) subscript are left to be defined. With this, eq. (3.8) becomes

\[
Q_{ae} = \eta_r A \left[ 1 - \beta \frac{T_c - T_r}{T_c} + \gamma \log_{10} Q_s \right] \Sigma Q_{s,i} / N_d \tag{3.10}
\]

Adding and subtracting \( T_a \) and the mean monthly temperature \( T_M \) to eq. (3.10) yields

\[
Q_{ae} = (\eta_r A / N_d) \left[ \Sigma Q_{s,i} - \beta \frac{T_c - T_a}{T_c} \Sigma Q_{s,i} - \beta \frac{T_a - T_M}{T_c} \Sigma Q_{s,i} \right] \\
- \beta \frac{T_M - T_r}{T_c} \Sigma Q_{s,i} + \gamma \log_{10} Q_s \Sigma Q_{s,i} \tag{3.11}
\]

where it has been noted that

\[
\frac{(T_M - T_r)}{(T_c - T_r)} = (T_M - T_r) \tag{3.12}
\]
Comparison of eqs. (3.7) and (3.11) shows that they yield the same result for $Q_{ae}$ if

$$\overline{(T_c - T_a)} \sum Q_{s,i} = \sum (T_{c,i} - T_{a,i}) Q_{s,i}$$

(3.13)

$$\overline{(T_a - T_M)} \sum Q_{s,i} = \sum (T_{a,i} - T_M) Q_{s,i}$$

(3.14)

$$\log_{10} Q_s \sum Q_{s,i} = \sum Q_{s,i} \log_{10} Q_{s,i}$$

(3.15)

These three equations serve to define the quantities $\overline{(T_c - T_a)}$, $\overline{(T_a - T_M)}$, and $\log_{10} Q_s$.

3.2.1 The Term $\overline{(T_c - T_a)}$

Intuitively, $\overline{(T_c - T_a)}$ that appears in eq. (3.13) represents the monthly average difference between the cell temperature and the ambient temperature during daylight hours. The $(T_{c,i} - T_{a,i})$ term, to which it is related, should be driven by the relationship between the insolation on the array and the thermal losses from the array to the environment. Indeed, an hourly energy balance on an array yields (see Fig. 3.1).

$$K_e (T_{c,i} - T_{a,i}) = Q_{s,i} \alpha \rho - Q_{s,i} \eta_i \rho$$

(3.16)

where the left hand side represents the thermal losses from the cells to the surroundings, the first term on the right hand side represents the energy absorbed from the solar irradiation and the second term on the right hand side is the electrical energy produced by the array. $K_e$ is the thermal conductance (per aperture area) for heat transfer from the cells to the surroundings (Ref. 3.4) and is a complicated function of array design, ambient temperature, local wind conditions.

---

1The choices made in eqs. (3.13), (3.14) and (3.15) are not unique but they seem to be natural in that they will allow reasonable physical interpretation.
and geometry. Since a designer usually has little information on which extensive calculations can be based, it will be assumed that an adequate average value of $K_e$ can be defined.

Fortunately, $\eta_i$ is usually small in comparison to $\alpha$ in eq. (3.16); therefore, the second term on the right hand side will be neglected in the analysis that follows. An iterative procedure for correcting for non-negligible $\eta_i$ will be shown later.

Thus, eq. (3.16) yields

$$ (T_c,i - T_a,i) = \alpha \rho \frac{Q_s,i}{K_e} $$

(3.17)

Using this in eq. (3.13) yields

$$ \overline{(T_r - T_a)} = \sum \left[ Q_s,i \alpha \rho / K_e \right] / \sum Q_s,i $$

or

$$ K_e \frac{(T_c - T_a)}{\alpha \rho} = \sum Q_s,i / \sum Q_s,i $$

(3.19)

The quantity $K_e (T_c - T_a)/(\alpha \rho)$ was computed monthly using eq. (3.19) for seven widely varying climatic locations in the United States for which SOLMET (Ref. 3.5) data were available. The locations and number of years of data used are shown in Table 3.1.

The SOLMET data used consisted of the hourly standard year corrected total radiation on the horizontal (TH) and the direct normal (DN) or beam radiation. For flat arrays, optimum tilts chosen for each month were used. Each hour the DN contribution to the TH was removed from the latter in order to recover the diffuse component on the horizontal (DH). DH was then adjusted to yield diffuse radiation on the tilt (DT) by multiplying DH by $(1 + \cos s)/2$, which assumes a uniform sky. DT was then combined with the ground reflected radiation (a ground reflectance of 0.2 was used) and the appropriate DN component on the tilt to yield total radiation (TT) on the tilt.

The quantity $K_e \frac{(T_c - T_a)}{(\alpha \rho)}$ was also calculated for concentrating collectors assuming they were capable of two-dimensional
(2-D) tracking. For this type of tracking, $Q_{s,i}$ was just the DN radiation from the SOLMET data.

For each location, a long term average $K_e \frac{(T_c - T_a)}{(ap)}$ was then computed for each month from the multiple years of data. Various correlations relating these quantities to other long term average weather and solar data were attempted. The simplest and most effective correlation that was discovered is shown in Fig. 3.2, which relates long term $K_e \frac{(T_c - T_a)}{(ap)}$ to the long term average $K_T$, the ratio of $TH$ to the value of $TH$ in the absence of the atmosphere (the extraterrestrial radiation) (Ref. 3.6). Long term $K_T$'s were also obtained from the SOLMET data. Each data point shown in Fig. 3.2 represents the average of at least 16 years of SOLMET data and in most cases, 22 years.

Presumably a good correlation of $K_e \frac{(T_c - T_a)}{(ap)}$ with the ratio of $TH$ to the extraterrestrial radiation on the tilt would also exist. However, if any radiation data exist for a site, it is usually either $TH$ or the ratio $K_T$. Therefore, it is much more convenient from a designer's standpoint to use $K_T$ than any other ratio.

$TH$ by itself is not a good correlation parameter since it involves daylength. For example, in the summer months when the days are long, a region of cloudy weather and relatively low average hourly insolation might have as much average daily radiation as a less cloudy period in the winter (shorter days) having higher average hourly insolation. The cell temperature rise above ambient [to which $(T_c - T_a)$ is related] would be larger in the winter than in the summer for this hypothetical example. Dividing the total radiation by the extraterrestrial radiation, as is done in obtaining $K_T$, normalizes out the daylength and allows a more direct comparison of average hourly insolation.

Although only the data for monthly optimum tilted flat arrays are shown in Fig. 3.1, there is little detectable difference in the data
for 2-D tracked concentrators as long as $K_e$ is the thermal conductance based on the aperture area and not the cell or absorber area. Again, this analysis assumes $Q_{s,i}$ is uniformly distributed in time over the hour $i$. Such would be the case for steady cloud cover. Broken and scattered clouds could cause significant deviations in areas of low $K_T$.

That there is little if any difference between the flat array data and the data for concentrators is not too surprising since the quantity $\sum Q_{s,i}^2/\sum Q_{s,i}$ most heavily weights high insolation periods. Thus, the high incidence angle morning and evening periods for flat plates which are characterized by low irradiation are not important in determining the average monthly efficiency.

The solid line shown in Fig. 3.2 is the best fit straight line characterizing the data. It can, with good accuracy, be used to represent the long term behavior of $K_e(T_c - T_a)/(\alpha p)$. However, a designer often would like to know what variations might be expected from the long term averages. Therefore, two deviations have been considered here. First, the scatter that could be anticipated in the monthly $K_T$ at a particular location about the long term average $\bar{K}_T$ for that same month and same location is shown in Fig. 3.3. All months have been included here, independent of the relative size of $\bar{K}_T$. The distribution of the individual monthly $K_T$'s about the long term average $\bar{K}_T$ is nearly Gaussian with a standard deviation, $\sigma$, of 0.042. If one considered only the months and locations of high $\bar{K}_T$, this distribution would be characterized by a somewhat smaller standard deviation. Likewise, lower $\bar{K}_T$'s would be characterized by somewhat larger standard deviations.

Second, the scatter that would be represented about the straight line shown in Fig. 3.3 if data from every month and every location were shown, is represented in Fig. 3.4. Here $A_o$ and $A_1$ take on the values of the appropriate coefficients shown in the linear equations on Fig. 3.2. Again, the distribution is nearly Gaussian with a standard deviation as shown (typically 0.043 kW/m$^2$).
While a designer using flat plates may choose an optimum tilt to maximize energy production for some one month of the year, it may be neither desirable nor necessary to adjust the tilt each month. However, even though the tilt may be non-optimum during many months, a designer may still need to predict array output. Therefore, calculations have been made to determine $K_e(T_c - T_a)/(\alpha \rho)$ for non-optimum tilts. The results of these calculations were expressed as a correction factor, $C_f$, that when multiplied by the $K_e(T_c - T_a)/(\alpha \rho)$ for the optimum tilt yields the $K_e(T_c - T_a)/(\alpha \rho)$ for non-optimum tilt. Such a multiplicative factor is possible since, as discussed previously, $K_e(T_c - T_a)/(\alpha \rho)$ is most strongly influenced by high insolation values that occur near midday. Thus, one would expect $C_f$ to be dependent (nearly) on the cosine of the absolute value of the difference between the actual tilt ($s$) and the monthly optimum tilt ($s_M$) (both tilts are assumed to be up from horizontal and the arrays are assumed to be south facing).

The optimum tilts were found to be almost totally latitude ($\phi$) dependent. They can be calculated from the information found in Table 3.2.

Fig. 3.5 shows data on the correction factor $C_f$ as a function of $(s_M - s)$. The data there are for summer and winter months for Albuquerque, NM and Madison, WI. These two locations have $K_T$'s that are at the high and low ends, respectively, of the typical range of $K_T$'s found in most locations. Although the data in Fig. 3.5 show a nearly cosine dependence on $(s_M - s)$, the quadratic equation given there fits the data somewhat better.

For some types of design information it may be desirable to be able to predict $(T_c - T_a)$ at midday or solar noon. This was evaluated by restricting the summations in eq. (3.19) to just the two hour period centered about solar noon each day. The same cities and years considered previously were used. Figures 3.6a and 3.6b show the long term results as a function of the long term $K_T$ as defined previously. Unlike the results shown in Fig. 3.2, there is now a
distinct difference between optimally tilted flat plate results (Fig. 3.6a) and 2-D tracking results (Fig. 3.6b).

3.2.2 The Term $\overline{(T_a - T_M)}$

Next consider the term $\overline{(T_a - T_M)}$ defined by eq. (3.14). This term, in essence, is a measure of the difference between the average temperature during high insolation hours of the day and the mean monthly temperature. Manipulation of eq. (3.4) yields

$$\overline{(T_a - T_M)} = \sum T_{a,i} Q_{s,i} / \sum Q_{s,i} - T_M$$

(3.20)

Typically, daily minimum temperatures are reached between 4 and 5 a.m. and maximum temperatures are reached between 4 and 5 p.m. Therefore, temperatures around 10 to 11 a.m. are usually close to the daily mean temperature. One would expect, then, that $\overline{(T_a - T_M)}$ would be only slightly larger than zero. This indeed is the case as is shown in Fig. 3.7. Here the Typical Meteorological Year (TMY) (Ref. 3.7) data for the seven sites noted previously (see Table 3.1), were used in order to save computation expenses.

For the purposes of this simplified design methodology it is sufficiently accurate to take

$$\overline{(T_a - T_M)} = 3 \ C$$

(3.21)

3.2.3 The Term $\overline{\log_{10} Q_s}$

Next, eq. (3.16) can be manipulated to give

$$\overline{\log_{10} Q_s} = \sum Q_{s,i} \log_{10} Q_{s,i} / \sum Q_{s,i}$$

(3.22)

which now serves to define $\overline{\log_{10} Q_s}$. As was done for the term $K_e (T_c - T_a)/(ap)$, a value of $\overline{\log_{10} Q_s}$ was calculated each month for the locations and number of years shown in Table 3.1. The long term
monthly average values of \( \log_{10} Q_s \) vs. the long term monthly \( K_T \) are shown in Fig. 3.8. Also given is a best fit linear equation representing the data displayed and the standard deviation, \( \sigma \), of all the data (all months for all seven sites) about the linear fit.

The results shown in Fig. 3.8 are for optimally tilted flat arrays although there is little discernible difference for 2-D tracking surfaces. Non-optimum tilted flat plates pose a problem, however.

Examination of eq. (3.22) shows that values of \( Q_{s,i} \) near 0.368 kW/m\(^2\) most heavily weight the result for \( \log_{10} Q_s \) since \( Q_{s,i} \) \( \log_{10} Q_{s,i} \) is a maximum at that value. For flat arrays, such insolation levels occur at time intervals away from solar noon that depend upon latitude, time of year, and radiation patterns. These complications have so far precluded the establishment of a simple correction factor which could convert the results of Fig. 3.8 into more useful results for non-optimum tilts.

3.3 The Use of the Procedure

The task of calculating the monthly electrical energy output from max-power tracked photovoltaic arrays has been reduced to evaluating the terms that appear in the following equations:

\[
\bar{\eta} = \eta_r [1 - \beta \left( \frac{T_c - T_a}{T_a} \right) - \beta \left( T_a - T_M \right) - \beta \left( T_M - T_r \right)] + \gamma \log_{10} Q_s \quad (3.23a)
\]

\[
Q_{ae} = \bar{\eta} \frac{\eta A \sum Q_{s,i}}{N_d} = \bar{\eta} A Q_s \quad (3.23b)
\]

In order to use these equations, a designer must supply:

a) \( \eta_r, T_r \) - these are determined by the array design and should be obtained from the array manufacturer. (See Section 6.5)
b) $\beta, \gamma$ - properties that are primarily dependent on the cell composition. These should be obtained, where possible, from the cell manufacturer's data. Values for silicon cells should be close to $\beta = 0.005 \, \text{C}^{-1}$, $\gamma = 0.12$. (See Section 6.5)

c) $\alpha$ - This should be obtained, if possible from the manufacturer. Absorptance data for cells are difficult to find; values used in the literature range from 0.8 to 0.96 (Ref. 3.8 through 3.13). Lack of knowledge of the exact value of this parameter can be somewhat compensated for by knowing NOCT as discussed in Section 3.4, below.

d) $\rho$ - this will be determined by the optical elements that may be present between the array and the sun. For flat plates, $\rho = 1$; for concentrators, $\rho < 1$.

e) $T_M$ - the monthly mean temperature can be obtained from weather station data if such a station exists in the vicinity of the installation site. If weather data are taken at all, values of $T_M$ are usually available. Ref. 3.14 contains values for 171 locations in the U.S. and Canada. Ref. 3.15 contains data for 261 sites in the U.S. and Canada. If data on daylight temperatures are available, these should be used for the $(T_a - T_M) + T_M$ that appears in eq. (3.23a).

f) $K_T$ - this ratio can be obtained from Ref. 3.14 for 171 locations or Ref. 3.15 for 261 locations.
in the U.S. and Canada. For other locations where total radiation data on the horizontal exist, $\bar{K}_T$ can be obtained by dividing it by the extraterrestrial radiation, this latter quantity being an easily calculable amount (See Ref. 3.16).

g) $K_e$ — this depends on the thermal design of the array, the wind speed, wind direction and to a lesser extent on the temperatures of both the array and the ambient. Thus, this parameter is determined by both the array design and the local microclimate. For flat arrays, $K_e$ can be estimated from Nominal Operating Cell Temperature (NOCT) results if they are available. This is discussed in Section 3.4.

h) $\overline{(T_c - T_a)}$ — is obtained from Fig. 3.2, with knowledge of $K_e$, $\rho$, and $\alpha$.

i) $\overline{(T_a - T_m)} = 3^\circ C$

j) $\log_{10} Q_s$ — is determined from Fig. 3.8.

k) $\sum Q_{s,i}/N_d$ — can be determined from procedures established in the solar thermal field (see Ref. 3.14, 3.16) or from tables or charts that exist (Refs. 3.15, 3.16). Further discussion can be found in Section 3.4.

The following example is provided to illustrate the use of this simplified method. Consider a max-power tracked flat array facing south, tilted up from horizontal at the local latitude ($s=\phi$) in Albuquerque, N.M. Assume $K_e = 0.02 \text{ kW/(m}^2 \text{ C}) = 0.88$, $\rho = 1.0$, $\alpha =$
\( \eta_c = 0.15 \) (15\%), \( T_r = 0^\circ C \), \( \beta = 0.005 C^{-1} \), and \( \gamma = 0 \). The comparison of the simplified technique with hourly simulation will be made for the TMY month of January \( (K_T = 0.014, T_M = 1.1^\circ C) \). Thus, from Fig. 3.2 for the optimum tilt during a month when \( K_T = 0.614 \),

\[
K_c \frac{(T_c - T_a)}{(ap)_{opt}} = 0.73 \text{ kW/m}^2
\]  

(3.24)

From Table 3.2, the optimum tilt for January in Albuquerque (latitude, \( \phi = 35.05^\circ \)) is \( s_m = \phi + 29 = 64^\circ \). Therefore,

\[
(s_m - s) = 64 - 35.05 = 29^\circ
\]  

(3.25)

which gives a correction factor from Fig. 3.5 of

\[
C_f = 0.90
\]  

(3.26)

For this non-optimum tilt

\[
K_c \frac{(T_c - T_a)}{(ap)} = 0.90 \times (0.73)
\]  

\[
= 0.66 \text{ kW/m}^2
\]  

(3.27)

For the assumed \( K_c \), \( \rho \), and \( \alpha \)

\[
(T_c - T_a) = (0.66)(0.88)/0.02 = 29^\circ C
\]  

(3.28)

Then eq. (3.23a) yields

\[
\eta = 0.15 [1 - 0.005(29) - 0.005(3) - 0.005(1.1-0)]
\]  

\[
= 0.125 \approx 12.5\%
\]  

(3.29)

The above result strictly applies only when there is a balance between the solar energy absorbed by the array and the thermal losses to the surroundings; electrical output from the array has been neglected.
For many purposes this efficiency is sufficiently accurate, particularly when compared with the uncertainties that are usually involved in knowing or calculating $\Sigma Q_{s,i}$ for use in eq. (3.23b). However, when a more accurate $\eta$ is required, an iterative procedure can be invoked in the following way. First, the above $\eta$ (now referred to as $\eta_1$) is used as a first approximation to $\eta_i$ in eq. (3.16). Equation (3.19) then becomes:

$$K_c \left( \frac{A_C - T_a}{\rho(a - \eta)} \right) = \frac{\Sigma Q_{s,i}}{\Sigma Q_{s,i}}$$

Equation (3.28) becomes

$$\left( \frac{A_C - T_a}{\rho(a - \eta)} \right) = 0.66 \left( 0.88 - .125 \right)/0.02 = 25^\circ C$$

and eq. (3.23a) yields:

$$\eta = 0.15 \left[ 1 - 0.005(25) - 0.005(3) - 0.005(1.1-0) \right]$$

$$= 0.128 = 12.8\%$$

Increased accuracy gained by further iteration in this manner is usually never warranted.

Simulation using the hourly January TMY data as outlined in Ref. 3.2 yields a monthly average efficiency of 12.6%. Also, using the simplified procedure, twelve monthly calculations weighted with monthly average insolation were used to obtain a yearly efficiency of 11.4%. Hourly simulation showed a yearly efficiency of 11.3%. A month by month comparison is shown in Table 3.3a.

The versatility of the procedure is shown by other results in Table 3.3 for (a) a poorly tilted array in Medford, OR, and (b) a 2-D tracking concentrator in Madison, WI. TMY data were used for these locations. Although monthly discrepancies as large as 5% (relative) may occur, yearly efficiencies are, typically, exceptionally close.
### 3.4 Problems with the Procedure

One of the largest problems with the simplified method developed in this Chapter is that in order to convert the monthly average efficiencies, $\bar{\eta}$, into electrical energy production, a designer must be able to calculate the monthly solar irradiation of the array, although methods have been developed to do this from a minimum of information, none of the ways is entirely satisfactory.

However, this is not a problem that is unique to this procedure but instead is one that plagues all solar design efforts, including those that make use of hourly simulation. Many of the data bases (Ref. 3.6, 3.14) make use of existing long term data of very questionable quality. Some more recent works (Ref. 3.17, 3.18) make use of data that, in various ways, have been rehabilitated from this same original data base. Although the rehabilitated data are probably superior to the original set, there are still uncertainties about the accuracy.

Figures 3.9, 3.10, 3.11, 3.12, 3.13, 3.14, and 3.15 compare the SOLMET data base derived $\bar{K}_T$'s for all months for the seven sites used at length in this study with the $K_T$'s from the early Liu and Jordan work (Ref. 3.6). Generally, good agreement exists for summer months but during the winter the Liu and Jordan values are consistently above the SOLMET average values.

Generally, a designer should use the most accurate data that is available to him. If good measurements are available, they should be used with the realization that they usually represent only short term trends. If a photovoltaic system is to be installed in one of the SOLMET sites, the SOLMET data base is probably the best choice.

Figures 3.16 and 3.17 were prepared for use in preliminary design work or in areas where little or questionable insolation data exist. These are based on SOLMET data for the seven sites used in this work.
These show that there is some correlation between the long term monthly average daily total radiation on the monthly optimum tilt vs $K_T$ (Fig. 3.16) and the long term monthly average daily direct normal radiation vs $K_T$ (Fig. 3.17). Due to the significant amounts of scatter of these data, these should be used only as last resorts. Daylength differences are of the most significant contributors to this scatter.

Less scatter is inherent in such plots if insolation is averaged for some given hourly period of the day. For example, Figs. 3.18 and 3.19 show long term hourly insolation data averaged during the two hour period around solar noon for the seven SOLMET sites. The data are correlated with the long term average monthly $K_T$. Fig. 3.18 displays average midday intensity of the total radiation on the optimum tilt, while Fig. 3.19 is for the midday direct normal intensity. These data are used in the clamped-voltage mode of system operation discussed in Chapter 5.

Another problem confronting the designer is the choice of $K_e$, the thermal conductance for heat rejection from the cells. As mentioned in the previous section, this problem is compounded since it involves both the array design and the local weather conditions. For flat arrays a link between these two variables is provided by the Nominal Operating Cell Temperature (NOCT) (Ref. 3.19) if the application under study uses the array mounted in a configuration similar to that specified in the NOCT testing. Figure 3.20 shows that an energy balance requires:

$$K_e (T_{NOCT} - T_{a,NOCT}) = aQ_{s,r} \text{ (kW/m}^2\text{)}$$  \hspace{1cm} (3.33)

where

$$Q_{s,r} = 1.0 \text{ or } 0.8 \text{ kW/m}^2 \text{ (See Table 3.4).}$$

Thus

$$K_e/a = Q_{s,r}/(T_{NOCT} - T_{a,NOCT}) \text{ (kW/m}^2\cdot\text{C)} \hspace{1cm} (3.34)$$
Traditionally, $T_{a,NOCT} = 20^\circ C$. If monthly wind speeds during daylight hours average near 1 m/s and temperatures average near 20°C (the test conditions for NOCT measurements) in the area where an array is to be located, then it would be reasonable to use this ratio in conjunction with Fig. 3.2 to obtain a monthly $(T_c - T_a)$. This obviously solves the problem of requiring independent information on $a$. However, Fig. 3.21 has been prepared to simplify the calculation of $(T_c - T_a)$ for such conditions. A designer simply multiplies the ordinate of this figure by $(T_{NOCT} - T_{a,NOCT})$ and by $C_f$ to get $(T_c - T_a)$ for his application.

If wind speeds differ from 1 m/s or temperatures differ from 20°C, the correction term $\Delta T$ shown in Fig. 3.22 can be added to the standard NOCT value of an array to correct it for local conditions. For example, if wind speeds average about 1.5 m/s and ambient temperatures about 32°C the NOCT to be used in eq. (3.34) or with Fig. 3.21 should be 3°C smaller than the standard NOCT value.

Several uncertainties should be kept in mind when choosing a representative $K_e$ for either flat plates or concentrators. These include uncertainties involved in the prediction of the thermal resistance of the array itself during the design stage (cell placement, thermal contact resistance, voids, cover material, etc.), wind direction, and secondary flow effects created by elements making up the array field.

For concentrators, $K_e$ is often expressed on an absorber area or heat sink area basis. For use in the procedure presented here, $K_e$ has to be based on the aperture area. The concentrator example in Table 3.3 has been specified to have a $K_e$ of 0.01 kW/(m²·C) based on aperture area but would have a $K_e$ of 0.2 kW/(m²·C) based on absorber area (concentration ratio or aperture to absorber area ratio of 20).
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Table 3.1

SOLMET Sites and Years of Data Used in this Study

<table>
<thead>
<tr>
<th>Site</th>
<th>Years</th>
</tr>
</thead>
<tbody>
<tr>
<td>Albuquerque, NM</td>
<td>22</td>
</tr>
<tr>
<td>Bismarck, ND</td>
<td>22</td>
</tr>
<tr>
<td>Madison, WI</td>
<td>22</td>
</tr>
<tr>
<td>Medford, OR</td>
<td>22</td>
</tr>
<tr>
<td>Phoenix, AZ</td>
<td>22</td>
</tr>
<tr>
<td>Santa Maria, CA</td>
<td>16</td>
</tr>
<tr>
<td>Washington D.C./Sterling, VA</td>
<td>21</td>
</tr>
</tbody>
</table>

Table 3.2

-Optimum Tilts-

Tilt Angle \((s_M)\) between the Plane of the Flat Array and Horizontal* for Maximum Monthly Average \(K_e(T_c - T_a)/(\alpha \rho)\)

<table>
<thead>
<tr>
<th>Month</th>
<th>(s_M) (Degrees) (\ddagger)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(\phi + 29)</td>
</tr>
<tr>
<td>2</td>
<td>(\phi + 18)</td>
</tr>
<tr>
<td>3</td>
<td>(\phi + 3)</td>
</tr>
<tr>
<td>4</td>
<td>(\phi - 10)</td>
</tr>
<tr>
<td>5</td>
<td>(\phi - 22)</td>
</tr>
<tr>
<td>6</td>
<td>(\phi - 25)</td>
</tr>
<tr>
<td>7</td>
<td>(\phi - 24)</td>
</tr>
<tr>
<td>8</td>
<td>(\phi - 10)</td>
</tr>
<tr>
<td>9</td>
<td>(\phi - 2)</td>
</tr>
<tr>
<td>10</td>
<td>(\phi + 10)</td>
</tr>
<tr>
<td>11</td>
<td>(\phi + 23)</td>
</tr>
<tr>
<td>12</td>
<td>(\phi + 30)</td>
</tr>
</tbody>
</table>

*Array is assumed to be South Facing
\(\ddagger\) \(\phi\) is Latitude (Degrees)
Table 3.3a
Comparison of Simplified Procedure for Predicting Array Output with Hourly Simulation

<table>
<thead>
<tr>
<th>Location</th>
<th>Albuquerque</th>
</tr>
</thead>
<tbody>
<tr>
<td>Collector</td>
<td>Flat Plate</td>
</tr>
<tr>
<td>Concentration Ratio</td>
<td>1</td>
</tr>
<tr>
<td>Tilt (Degrees)</td>
<td>35</td>
</tr>
<tr>
<td>$K_e$ kW/(m^2·C)</td>
<td>0.02</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0.88</td>
</tr>
<tr>
<td>$\rho$</td>
<td>1</td>
</tr>
<tr>
<td>$\eta_p$ (%)</td>
<td>15</td>
</tr>
<tr>
<td>$T_r$ (°C)</td>
<td>0</td>
</tr>
<tr>
<td>$\beta$ (°C^-1)</td>
<td>0.005</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Month</th>
<th>TMY $K_T$</th>
<th>TMY $T_M$ (°C)</th>
<th>$\eta_{est}^+$ (%)</th>
<th>$\tilde{\eta}_{simul}^*$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.614</td>
<td>2</td>
<td>12.8</td>
<td>12.6</td>
</tr>
<tr>
<td>2</td>
<td>0.654</td>
<td>4</td>
<td>12.4</td>
<td>12.2</td>
</tr>
<tr>
<td>3</td>
<td>0.664</td>
<td>7</td>
<td>12.0</td>
<td>11.9</td>
</tr>
<tr>
<td>4</td>
<td>0.727</td>
<td>13</td>
<td>11.4</td>
<td>11.3</td>
</tr>
<tr>
<td>5</td>
<td>0.739</td>
<td>19</td>
<td>11.1</td>
<td>10.9</td>
</tr>
<tr>
<td>6</td>
<td>0.732</td>
<td>23</td>
<td>10.8</td>
<td>10.7</td>
</tr>
<tr>
<td>7</td>
<td>0.701</td>
<td>26</td>
<td>10.7</td>
<td>10.4</td>
</tr>
<tr>
<td>8</td>
<td>0.707</td>
<td>25</td>
<td>10.6</td>
<td>10.5</td>
</tr>
<tr>
<td>9</td>
<td>0.697</td>
<td>20</td>
<td>11.0</td>
<td>10.8</td>
</tr>
<tr>
<td>10</td>
<td>0.713</td>
<td>15</td>
<td>11.3</td>
<td>12.2</td>
</tr>
<tr>
<td>11</td>
<td>0.679</td>
<td>7</td>
<td>12.2</td>
<td>12.2</td>
</tr>
<tr>
<td>12</td>
<td>0.645</td>
<td>3</td>
<td>12.6</td>
<td>12.6</td>
</tr>
<tr>
<td>yr.</td>
<td></td>
<td></td>
<td>11.5</td>
<td>11.3</td>
</tr>
</tbody>
</table>

$^+$ Estimated by Chapter 3 simplified methods
$^*$ Simulated by hourly computer calculations
Table 3.3b
Comparison of Simplified Procedure for Predicting Array Output with Hourly Simulation

<table>
<thead>
<tr>
<th>Location</th>
<th>Madison</th>
</tr>
</thead>
<tbody>
<tr>
<td>Collector</td>
<td>2-D Tracked</td>
</tr>
<tr>
<td>Concentration</td>
<td>20</td>
</tr>
<tr>
<td>Ratio</td>
<td></td>
</tr>
<tr>
<td>Tilt (Degrees)</td>
<td>-</td>
</tr>
<tr>
<td>$K_e$ (kW/(m²·C))</td>
<td>0.01</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0.88</td>
</tr>
<tr>
<td>$\rho$</td>
<td>0.88</td>
</tr>
<tr>
<td>$\eta_r$ (%)</td>
<td>15</td>
</tr>
<tr>
<td>$T_r$(°C)</td>
<td>0</td>
</tr>
<tr>
<td>$\beta$ (°C⁻¹)</td>
<td>0.005</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Month</th>
<th>TMY $\bar{K_T}$</th>
<th>TMY $T_M$ (°C)</th>
<th>$\hat{\eta}_{est}$ (%)</th>
<th>$\hat{\eta}_{simul}$ (*)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.448</td>
<td>-8</td>
<td>12.4</td>
<td>12.8</td>
</tr>
<tr>
<td>2</td>
<td>0.497</td>
<td>-6</td>
<td>12.0</td>
<td>12.3</td>
</tr>
<tr>
<td>3</td>
<td>0.524</td>
<td>-2</td>
<td>11.8</td>
<td>11.4</td>
</tr>
<tr>
<td>4</td>
<td>0.465</td>
<td>9</td>
<td>11.0</td>
<td>10.8</td>
</tr>
<tr>
<td>5</td>
<td>0.494</td>
<td>15</td>
<td>10.4</td>
<td>10.2</td>
</tr>
<tr>
<td>6</td>
<td>0.514</td>
<td>20</td>
<td>9.9</td>
<td>10.2</td>
</tr>
<tr>
<td>7</td>
<td>0.542</td>
<td>22</td>
<td>9.6</td>
<td>9.8</td>
</tr>
<tr>
<td>8</td>
<td>0.558</td>
<td>20</td>
<td>9.7</td>
<td>10.1</td>
</tr>
<tr>
<td>9</td>
<td>0.525</td>
<td>17</td>
<td>10.1</td>
<td>10.4</td>
</tr>
<tr>
<td>10</td>
<td>0.461</td>
<td>10</td>
<td>10.9</td>
<td>10.8</td>
</tr>
<tr>
<td>11</td>
<td>0.393</td>
<td>2</td>
<td>11.9</td>
<td>11.6</td>
</tr>
<tr>
<td>12</td>
<td>0.364</td>
<td>-4</td>
<td>12.5</td>
<td>12.2</td>
</tr>
<tr>
<td>yr.</td>
<td></td>
<td></td>
<td>11.2</td>
<td>10.8</td>
</tr>
</tbody>
</table>

* Estimated by Chapter 3 simplified methods
* * Simulated by hourly computer calculations
Table 3.3c  
Comparison of Simplified Procedure for Predicting Array Output with Hourly Simulation

<table>
<thead>
<tr>
<th>Location</th>
<th>Medford</th>
</tr>
</thead>
<tbody>
<tr>
<td>Collector</td>
<td>Flat Plate</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Concentration Ratio</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Tilt (Degrees)</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>$K_e$ kW/(m²·C)</td>
<td>0.02</td>
<td></td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0.88</td>
<td></td>
</tr>
<tr>
<td>$\rho$</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>$\eta_r$ (%)</td>
<td>15</td>
<td></td>
</tr>
<tr>
<td>$T_r$(C)</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>$\beta$(C⁻¹)</td>
<td>0.005</td>
<td></td>
</tr>
<tr>
<td>$\gamma$</td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Month</th>
<th>TMY K_T</th>
<th>THY T_M (C)</th>
<th>$\bar{n}_{est}$ (%)</th>
<th>$\bar{n}_{simul}$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.331</td>
<td>4</td>
<td>13.7</td>
<td>13.8</td>
</tr>
<tr>
<td>2</td>
<td>0.423</td>
<td>5</td>
<td>13.3</td>
<td>13.8</td>
</tr>
<tr>
<td>3</td>
<td>0.484</td>
<td>8</td>
<td>12.7</td>
<td>13.1</td>
</tr>
<tr>
<td>4</td>
<td>0.532</td>
<td>10</td>
<td>12.3</td>
<td>12.3</td>
</tr>
<tr>
<td>5</td>
<td>0.590</td>
<td>13</td>
<td>11.8</td>
<td>11.8</td>
</tr>
<tr>
<td>6</td>
<td>0.639</td>
<td>19</td>
<td>11.2</td>
<td>11.1</td>
</tr>
<tr>
<td>7</td>
<td>0.715</td>
<td>23</td>
<td>10.7</td>
<td>11.3</td>
</tr>
<tr>
<td>8</td>
<td>0.679</td>
<td>22</td>
<td>11.0</td>
<td>11.4</td>
</tr>
<tr>
<td>9</td>
<td>0.623</td>
<td>19</td>
<td>11.5</td>
<td>11.7</td>
</tr>
<tr>
<td>10</td>
<td>0.513</td>
<td>13</td>
<td>12.3</td>
<td>12.3</td>
</tr>
<tr>
<td>11</td>
<td>0.385</td>
<td>7</td>
<td>13.3</td>
<td>13.3</td>
</tr>
<tr>
<td>12</td>
<td>0.262</td>
<td>2</td>
<td>14.1</td>
<td>13.9</td>
</tr>
<tr>
<td>yr.</td>
<td></td>
<td></td>
<td>11.9</td>
<td>11.7</td>
</tr>
</tbody>
</table>

* Estimated by Chapter 3 simplified methods
* Simulated by hourly computer calculations
Table 3.4

Essence of the NOCT Test Requirements (Ref. 3.19)†

<table>
<thead>
<tr>
<th>Requirement</th>
<th>Specification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Insolation †</td>
<td>0.8 or 1.0 kW/m²</td>
</tr>
<tr>
<td>Ambient Air Temperature</td>
<td>20°C</td>
</tr>
<tr>
<td>Wind Average Velocity</td>
<td>1 m/s, &quot;not predominantly parallel to the array&quot;</td>
</tr>
<tr>
<td>Mounting</td>
<td>Tilted so that it is normal to the sun (± 5°) at solar noon with the bottom edge of the array two feet or more above the local ground level.</td>
</tr>
<tr>
<td>Electrical Configuration</td>
<td>Open Circuit Condition</td>
</tr>
</tbody>
</table>

†Two values of insolation are currently used for NOCT specification. Early work used 0.8 kW/m² recommended in Ref. 3.19. Recent work has tended to use 1.0 kW/m².
Figure 3.1 Energy Balance Schematic for an Array
Figure 3.2 Long Term Monthly Results for $K_e(T_c - T_a)/(\rho\alpha)$ vs. $\bar{K}_T$. 

\[ K_e(T_c - T_a)/(\alpha\rho) \approx \begin{cases} 0.789 + 2.995 \bar{K}_T & \text{MJ/(m}^2\text{.hr)} \\ 0.219 + 0.832 \bar{K}_T & \text{kW/m}^2 \end{cases} \]
Figure 3.1 Energy Balance Schematic for an Array
Figure 3.2 Long Term Monthly Results for $K_e(T_c - T_a)/(\rho \alpha)$ vs. $K_T$. 
Figure 3.3. Distribution of Individual Monthly $\bar{K}_T$ about the Long Term $\bar{K}_T$ for the Same Month and Location. The Seven Cities Listed in Fig. 3.2 were Used.
Figure 3.4 Distribution of Individual Monthly $k_e(T_c - T_a)/(\rho a) - (A_o + A_1 \bar{K}_T)$ about the Straight Line Fit Shown in Fig. 3.2.
Figure 3.5 Correction Factor for Converting to Non-Optimum Tilts

\[ C_f = 1 - 1.17 \times 10^{-4} (s_M - s)^2 \]
Figure 3.6a Midday Values of $K_e(T_c - T_a)/(\rho \alpha)$ vs. Long Term Monthly $\bar{K}_T$. These data are for Total Radiation on the Optimum Tilt. Adjustment to Non-optimum tilts can be made by a Cosine Correction. The Direct Normal Data (DN) are shown in Figure 3.6b. See Fig. 3.2 for Legend.
Figure 3.6b Midday Values of $K_e \frac{(T_c - T_a)}{(\alpha \rho)}$ vs. Long Term Monthly $\bar{K}_T$. These Data are for Direct Normal Radiation. The Total Radiation on the Tilt (TT) Data are Shown in Fig. 3.6a. See Fig. 3.2 for Legend.
Figure 3.7 TMY Monthly Results for $(T_a - T_M)$ for Seven Cities.
Figure 3.8 Long Term Monthly Results for $\log_{10}Q_s$ vs. $\overline{K_T}$ for Seven Cities Using Optimum Tilts Each Month.
Figure 3.9 SOLMET Derived $K_T$'s for Albuquerque, NM. The Solid Triangle Data Points are SOLMET Data.
Figure 3.10 SOLMET Derived $K_T$'s for Bismarck, ND. Solid Triangle Data Points are SOLMET Data.
Figure 3.11 SOLMET Derived $K_T$'s for Madison, WI. The Solid Triangle Data Points are SOLMET Data.
Figure 3.12 SOLMET Derived $\bar{K}_T$'s for Medford, OR. The Solid Triangle Data Points are SOLMET Data.
Figure 3.13 SOLMET Derived $K_T$'s for Phoenix, AZ. The Solid Triangle Data Points are SOLMET Data.
Figure 3.14 SOLMET Derived $\bar{K}_T$'s for Santa Maria, CA. The Solid Triangle Data Points are SOLMET Data.
Figure 3.15 SOLMET Derived $K_T$'s for Washington D.C./Sterling, VA. The Solid Triangle Data Points are SOLMET Data.
Figure 3.16 Long Term Monthly Average Daily Total Radiation on Monthly Optimally Tilted (TT) Array for Seven Cities. The Direct Normal (DN) Data are Shown in Fig. 3.17.
Figure 3.17 Long Term Monthly Average Daily Direct Normal Radiation (DN) for Seven Cities. The Total Radiation on the Tilt (TT) Data are Shown in Fig. 3.16.
Figure 3.18 Midday Long Term Average Total Insolation on Optimally Tilted Array for Seven Cities. For Legend see Fig. 3.2.
Figure 3.19 Midday Long Term Average Direct Normal Insolation for Seven Cities. For Legend see Fig. 3.2.
Figure 3.20 Energy Balance Schematic for NOCT Test
Figure 3.21  Fig. 3.2 Converted for Use with NOCT Data. The Solid Curve is for NOCT Data Taken at 1.0 kW/m² Insolation. The Dotted Curve is for NOCT Data Taken at 0.8 kW/m².
Figure 3.22 ΔT Corrections to be Applied to NOCT Data to Adjust Wind Speed and Average Temperature to Local Conditions. (Modified from Ref. 3.19)
4.0 SIMPLIFIED METHOD FOR MAX-POWER TRACKED SYSTEM PERFORMANCE

4.1 Introduction

In this chapter, a fairly general simplified procedure for estimating the performance of PV systems of the type described in Fig. 2-1 is developed. This procedure is for max-power tracked, passively cooled, flat plate arrays with battery storage and a back-up energy source. The special case of zero storage is also considered. Results from this procedure are compared with those from detailed computer simulations and shown to agree to within a standard deviation of 2.6% (absolute) for the cases considered. Limitations to the procedure are discussed and an example is included.

4.2 System Parameters

The simulation studies described in Chapter 2 are presented in terms of the groups $S/\overline{h}A$ and $Q_e/\overline{L}$. These arose through an empirically based effort to collapse different families of curves and are largely successful in doing so. However, the results of Chapter 2 also indicate that several additional variables (viz., load characteristics, time of year, and, to a lesser extent, location) need to be considered in order to accurately estimate system performance. Only when the time of year and expected load match those used in the simulations can the Chapter 2 figures be used to predict performance. In order to predict performance for more general situations then, one needs additional or alternative parameters, general in nature, to characterize system behavior. Ideally these parameters involve only monthly mean values since the object here is to obtain monthly performance estimates.
One such set of parameters arises from considering the interaction of the monthly average daily array output and demand curves for an arbitrary month and location, as shown for example in Figs. 4.1a,b. The ordinate in both figures has units of power and the abscissa those of time, so the various areas indicated represent energies. The area under the demand curve is \( L \), the total daily energy load. The area under the output curve is \( Q_e \), the mean daily effective energy output from the array for the month in question. The area under the array output curve and above the demand curve will be referred to as excess (XS), the energy which must either be stored or dumped. Finally, the storage capacity \( S \) is also represented as an area which is shown in Fig. 4.1b superposed on part of the XS energy.

The four energies \((L, Q_e, XS, S)\) constitute a set of dimensional parameters which may be normalized in different fashions. One such normalization scheme forms the basis for the design procedure described later in this chapter. The scheme results in three parameters, each of which is a dimensionless energy.

One dimensionless parameter is the same \( Q_e/L \) used in Chapter 2. It represents the ultimate fraction of the daily load which would be supplied by the system if the load were ideally matched to the array output. A second group, \( XS/Q_e \), is the fraction of electrical output which cannot be used directly because of an insufficient immediate demand. \( XS/Q_e \) thus represents the fraction of array energy which must be either stored or dumped. A third parameter, \( S/XS \), is the ratio of battery storage to the amount of energy available to be stored.

Mathematically, the three parameters are as follows:

\[
\frac{Q_e}{L} = \int \frac{Q_e}{L}(t) dt / \int L(t) dt \tag{4.1}
\]

\[
\frac{XS}{Q_e} = \text{pos} \int [\dot{Q}_e(t) - L(t)] dt / \int \dot{Q}_e(t) dt \tag{4.2}
\]
The integrations in the above equations are carried out over monthly periods.

One additional parameter, not readily apparent in Figs. 4.1a,b, accounts for storage losses. A battery efficiency is defined by

\[ \eta_b = \frac{S_D}{S} \]  

where \( S_D \) is the stored energy which is ultimately delivered to the load. The functional dependencies of \( \eta_b \) were not investigated. However, results from the Chapter 2 simulation studies indicated that, at least for the battery model and range of operation used here, storage efficiency is effectively constant with a value of 0.87.

4.3 Simplified Design - Single Day Approach to Monthly Behavior

4.3.1 Energy Allocation - Single Day

The distribution of electrical energy produced by the PV array on a given day, denoted by the subscript \( n \), is defined by parameters very similar to those of the previous section. However, the integrations in Eqs. (4.1-4.3) are now carried out over day \( n \). The daily distribution is depicted by the flow chart of Fig. 4.2 as a series of binary branches with the division of energy flow at each branch determined by the value of one of the daily system parameters. Thus, of the total effective daily energy produced, \( Q_{e,n} \), a fraction \( 1 - \frac{XS}{Q_{e,n}} \) flows directly to the load. Of the remainder, a fraction \( \frac{S}{XS_n} \) is stored, and the rest is dumped. Finally, of the stored energy, a fraction \( \eta_b \)
supplies the load, and the remainder is lost. The net fraction of load satisfied by the system is easily computed as

\[ f_{e,n} = \left( 1 + \frac{X_S}{S/X_{Sn}} \right) \left[ \eta_b S/X_{Sn} - 1 \right] \frac{Q_{e,n}}{Q_{e,n}/L_n} \]  \hspace{1cm} (4.5)

with \( S/X_{Sn} < 1 \)

and \( f_{e,n} < 1 \)

The constraints on \( S/X_{Sn} \) and \( f_{e,n} \) simply indicate that the batteries cannot generate energy and the system cannot supply more of the load than exists. In systems with large \( Q_{e,n}/L \) and sufficient storage, the system output for one day in some cases (notably a clear day followed by a cloudy day) can supply a part of the day's load; in this case of day to day interaction the solar fraction is not subject to the constraint. However, the simplified design procedure will ignore this day to day interaction.

In eq. (4.5), the parameters \( \eta_b \) and \( S/X_{Sn} \) occur as a product. For the purpose of estimating system performance, the two may thus be condensed into a single system storage parameter, \( \eta_b S/X_{Sn} \).

4.3.2 Monthly Distribution

The single day energy distribution equation, eq. (4.5) using monthly mean values \((X_S,Q_e)\) for \( X_S \) and \( Q_{e,n} \) is not generally valid for estimating monthly system performance. Array output is not uniform from day to day throughout a month because of differences in atmospheric conditions, and \( Q_{e,n}/L \) varies accordingly. Since \( X_S \) is strongly dependent on \( Q_{e,n} \), it too varies and affects both \( X_S/Q_{e,n} \) and \( S/X_{Sn} \). Application of eq. (4.5) is therefore not useful without some consideration being given to the day to day variation within a month.
This section, then, describes a method for representing such variation in array output from knowledge only of $T$, and the mean daily output, $Q_e$. Knowledge of the variation permits eq. (4.5) to be used to compute a distribution of daily performances for the month which in turn may be used to obtain an estimate of monthly performance.

The results of Liu and Jordan (Ref. 4.1) on generalized radiation distribution curves are useful in describing the desired distribution of array output. As a part of the work on data for seven SOLMET sites described in Chapter 3 of this report, the generalized radiation distribution curves were redone. The new curves along with a comparison with the Liu and Jordan curves are shown in Fig. 4.3. While those results specifically apply to total horizontal radiation data, they may be expected to be at least approximately correct for tilted array output as well. Combined with the mean daily effective array output, $Q_e$, determined by the methods of Chapter 3, the insolation distributions of Fig. 4.3 can be used to construct a pattern of daily outputs which yield the appropriate monthly mean value and which reflect the expected variability within the month. The distribution is based on long term results and in this sense is preferable to simulation results based on a single, typical month.

Using Fig. 4.3 it is possible to obtain 30 separate values of $Q_{e,n}$ (a 30-day distribution) corresponding to predicted array output for each day of the month. While this makes the most sense in terms of referring to eq. (4.5) as a single day equation, it is equally possible to approximate monthly performance using $N$ values of $Q_{e,n}$ (an $N$-day distribution) where $N$ is arbitrary. Since application of eq. (4.5) is somewhat involved (as is seen later), it is advantageous to choose the smallest $N$ which still approximates the variability of output during a month. The results of this work suggest that in most cases $N=3$ is sufficient. This was established by taking successively smaller numbers for $N$ and noting the resulting solar fraction. The
3-day distribution corresponds to representing the monthly weather with typical 'good,' 'mediocre,' and 'poor' days.

Figure 4.4 is an abbreviated cross plot of Fig. 4.3. It shows the values of $Q_{e,n}$ appropriate for a 3-day distribution. At a fixed $K_T$, the uppermost curve gives a value of $Q_{e,n}$ for the good day, the intermediate curve yields a value for the mediocre day, and the lowest curve yields a poor day value of $Q_{e,n}$. The upper and lower curves in Fig. 4.4 are obtained from the values of $E/I$ corresponding to the 1/6 and 5/6 points on the cumulative frequency distribution axis in Fig. 4.3. These closely approximate the 5th best and 5th worst days of a 30-day distribution. The middle curve is adjusted so that a point on this third curve when taken with points on the 1/6 (poor day) and 5/6 (good day) curves at the same $K_T$ averages to 1.0. That is, the mean array output for the 3-day distribution equals the actual monthly mean value.

4.3.3 The Design Procedure

The ideas of Sections 4.2.1 and 4.2.2 are now merged into a procedure for estimating system performance. The procedure is valid for systems with an arbitrary amount of storage and a known but arbitrary daily load profile. It treats a load which does not vary from day to day but is readily adapted to situations in which the load profile does change (e.g., distinct weekend and weekday profiles). The method provides for consideration of both seasonal and geographic variations.

The technique presumes that the monthly average daily effective energy output from the array is already determined (e.g., through the procedure described in Chapter 3). The designer is required to specify the quantity of available storage, a daily load profile (shape and magnitude), and the average daylength of the month at the location for which he is designing. He must also know $K_T$ for the month and site involved.
The method proceeds in four steps. First, a 3-day distribution of array outputs is obtained using Fig. 4.3, and three values of \( Q_{e,n} / L \) are determined. Next, an \( XS_n / Q_{e,n} \) is computed for each of three values of \( Q_{e,n} / L \). Then, the system storage parameter \( \eta_b S / XS_n \) is evaluated directly, again for each of the three representative days. Finally, eq. (4.5) is applied three times, and the resulting values of the solar fraction are averaged to give an estimate for the expected monthly system performance.

The bulk of the procedure lies in computing \( XS_n / Q_{e,n} \) from a given value of \( Q_{e,n} / L \). This is accomplished by curve-fitting a normalized effective array power output, \( Q_{e,n}(t)/L \), using a cosine function centered at noon, with a half-period related to the daylength and with the amplitude adjusted to obtain the specified \( Q_{e,n} \). The resulting fit is

\[
Q_{e}(t)/L = \frac{Q_{e,n}}{L} \left( \frac{\pi}{2(t_D-c)} \right) \cos \left( \frac{\pi(t-12)}{(t_D-c)} \right) \quad (4.6)
\]

for

\[
[12 - (t_D-c)/2] < t < [12 + (t_D-c)/2]
\]

and

\[
Q_{e,n}/L = 0
\]

for other values of \( t \).

Experience suggests \( c = 1 \) hour gives accurate estimates of \( XS_n \). This constant truncates a slight Gaussian-like tail in the periods just following sunrise and preceding sunset and improves the curve-fit during the hours when interaction with the load curve is important. Figures 4.5a,b show examples of the cosine curve-fit for June and December in Albuquerque.
With \( Q_{e,n}(t)/L \) approximated by eq. (4.6), \( X_{n}/Q_{e,n} \) is computed using the daily equivalent of eq. (4.2). This is accomplished analytically if \( L(t) \) can be expressed analytically and numerically (or graphically) otherwise.

Using the calculated values of \( X_{n}/Q_{e,n} \) and \( Q_{e,n}/L \), the combined parameter \( \eta_{bS/XS_{n}} \) is readily determined. With each of the system parameters now calculated, eq. (4.5) is applied. A separate solar fraction is computed for each of the three representative days. This introduces the effect of varying array performance within the month so that when the three fractions are averaged this effect is included in the final result.

Table 4.1 summarizes the procedure, and an example in the ensuing section demonstrates it.

4.4 Example

As an example of the procedure described in Section 4.4, consider the estimation of the performance of a PV system to be operated in Albuquerque during March. The following is known from the month and location.

\[
-K_{T} = 0.64 \tag{4.7}
\]

\[
t_{D} = 11.7 \text{ hrs} \tag{4.8}
\]

Sources for the first of these were discussed in Section 3.3. The second can be calculated from

\[
t_{D} = 2[\arccos(-\tan\theta \cdot \tan\delta)]/15 \tag{4.9}
\]

The solar declination, \( \delta \), is calculated from

\[
\delta = 23.45 \sin[360(284+n)/365] \tag{4.10}
\]

where \( n \) is the Julian day of the year.
Suppose that the expected load is constant,

\[ L(t) = L_0 = 1985 \text{ kJ/hr} = 0.55 \text{ kW} \]  \hspace{1cm} (4.11)

\[ L = 24L_0 = 4.76 \times 10^4 \text{ kJ} = 13.2 \text{ kW-hr} \]  \hspace{1cm} (4.12)

Suppose further that the product of storage capacity and efficiency for the system in question is chosen by a designer to be

\[ \eta_b S = 5265 \text{ kJ} = 1.46 \text{ kW-hrs} \]  \hspace{1cm} (4.13)

Finally, suppose that using the procedure of Chapter 3, the monthly mean daily array output as it comes from the inverter is determined to be

\[ \bar{Q}_e / \bar{L} = 0.6 \]  \hspace{1cm} (4.14)

Estimation of the system performance now proceeds following Table 4.1.

**Step 1.** Obtain a 3-day distribution of array outputs using Fig. 4.4 and \( K_T = 0.64 \). The figure gives

\[ \bar{Q}_{e,1} / \bar{Q}_e = 1.16; \bar{Q}_{e,2} / \bar{Q}_e = 1.00; \bar{Q}_{e,3} / \bar{Q}_e = 0.84 \]  \hspace{1cm} (4.15)

Thus

\[ \bar{Q}_{e,1} / \bar{L} = 1.16(0.6) = 0.696; \bar{Q}_{e,2} / \bar{L} = 0.60; \bar{Q}_{e,3} / \bar{L} = 0.504 \]  \hspace{1cm} (4.16)

**Step 2 a)** Approximate the instantaneous array output. Consider the first of the three values from Step 1. From eq. (4.6),
\[
\frac{Q_{e,1}}{L} = 0.696 \left(\frac{\pi}{2(11.7-1)}\right) \cos \frac{\pi(t-12)/(11.7-1)}{10.7} = 0.102 \cos \frac{\pi(t-12)/10.7}{10.7}
\]  
\(4.17\)

b) Compute \(X_{S_n}/Q_{e,n}\). The load curve is expressed analytically, hence, \(X_{S_n}/Q_{e,n}\) can be computed analytically. Again consider the first point in the distribution:

\[
X_{S_1}/Q_{e,1} = \frac{L}{Q_{e,1}} \int_{t_1}^{t_2} \left[\frac{Q_{e,1}}{L} - L_0/L\right] dt \tag{4.18}
\]

where

\(t_1\) is the 1st time that the array output equals the load

and

\(t_2\) is the 2nd time that the array output equals the load.

To determine \(t_1\) and \(t_2\), set \(Q_{e,1} = L_0\). Thus,

\[
(0.102)(24L_0) \cos \frac{\pi(t-12)/10.7}{10.7} = L_0 \tag{4.19}
\]

which gives

\[
t_1 = 12 - \left(10.7/\pi\right) \arccos \left[(0.102)(24)\right]^{-1} = 8.1 \tag{4.20}
\]

and

\[
t_2 = 12 + \left(10.7/\pi\right) \arccos \left[(0.102)(24)\right]^{-1} = 15.9 \tag{4.21}
\]

Use eq. (4.6) with eq. (4.18) to obtain
\[
\frac{X_{S_1}/Q_{e,1}}{X_{S_1}/Q_{e,1}} = \frac{\pi}{2(t_D-1)} \int_{t_1}^{t_2} \cos \left[ \frac{\pi(t-12)}{(t_D-1)} \right] dt \\
- \int_{t_1}^{t_2} \frac{L_0}{Q_{e,1}} dt \\
= 1/2 \left( \sin \left[ \frac{\pi(t_1-12)}{(t_D-1)} \right] - \sin \left[ \frac{\pi(t_1-12)}{(t_D-1)} \right] \right) \\
- \frac{L_0}{Q_{e,1}} (t_2 - t_1) \\
= 0.44 
\] (4.22)

Repeating the procedure for the remaining two days yields

\[
\frac{X_{S_2}/Q_{e,2}}{X_{S_2}/Q_{e,2}} = 0.37 
\] (4.23)

and

\[
\frac{X_{S_3}/Q_{e,3}}{X_{S_3}/Q_{e,3}} = 0.28 
\] (4.24)

**Step 3** Compute the effective storage fraction, \( \eta_{bS}/X_{Sn} \).

Use

\[
\eta_{bS}/X_{Sn} = \frac{\eta_{bS}}{\left( X_{Sn}/Q_{e,n} \right) \left( Q_{e,n}/L \right) \bar{L}} 
\] (4.25)

For the 1st day this gives

\[
\eta_{bS}/X_{S_1} = \frac{5265/[(0.44)(0.696)(24)(1985)]}{1985} = 0.36 
\] (4.26)

Similarly,

\[
\eta_{bS}/X_{S_2} = 0.50; \quad \eta_{bS}/X_{S_3} = 0.792 
\] (4.27)
Step 4 Compute the monthly solar fraction

a) apply eq. (4.5) using values for the 1st day.

\[
f_{e,1} = [1 + 0.442 (0.36 - 1)] (0.696) \]

\[
= 0.50 \tag{4.28}
\]

Similarly,

\[
f_{e,2} = 0.49 \tag{4.29}
\]

and

\[
f_{e,3} = 0.47 \tag{4.30}
\]

b) Average the results

\[
f_e = (0.50 + 0.49 + 0.47)/3 \]

\[
= 0.49 \tag{4.31}
\]

Thus, the procedure predicts that 49% of the load will be satisfied by the system for the month of March. This compares with 46.7% predicted by computer simulation using TMY weather data.

In this example, assuming uniform weather throughout the month does not significantly affect the final estimate of \( f_e \). This is seen by observing that \( f_e = f_{e,2} \) in Step 4 above and recognizing that \( f_{e,2} \) is obtained from the monthly average values, \( Q_e \) and \( X_s \). Such a uniform weather assumption is not always valid. 

For instance, for Madison in June with \( Q_e/L = 0.6 \), the baseline load shape, and a storage capacity corresponding to \( S/\eta A = 5 \) Amp-hr/(%·m²), the solar fraction obtained using only monthly average values is \( f_e = 0.59 \), while the 3-pt. procedure yields \( f_e = 0.54 \). The value from hourly simulation is \( f_e = 0.538 \); hence, the 3-pt procedure in this case is crucial.
4.5 Discussion

4.5.1 Comparison of Results

Table 4.2 shows additional comparisons of predictions using the simplified technique with those of computer simulations. The table displays cases for which the baseline load defined in Chapter 2 was specified. The examples without storage best indicate the accuracy in estimating XS. Those corresponding to $S/\eta A = 5$ amp-hrs/(%·m²) include storage, obviously, but not enough to eliminate dumping. The $S/\eta A = 10$ amp-hrs/(%·m²) cases for $Q_e/L = 0.6$ experience only minor amounts of dumping.

In virtually all instances, results from the simplified procedure are within 10% relative and 5% absolute of the simulated values. The standard deviation of the predicted values from the simulated values is 2.6% (absolute). Typically, results are very good for summer months when weather patterns tend to be good (more consistent). Poorest results occur in winter months. Also, results for larger storage sizes tend to be very good.

Several factors contribute to differences between simply predicted and computer simulated results. Simulation results are based on a particular month which is likely to differ at least somewhat from the long term average which forms the basis for the simplified procedure. That is, insolation distributions for any one month can differ from the long term (~22 years) results shown in Fig. 4.3. This effect can readily be investigated by simulating the system over several years and comparing the corresponding estimate of the simplified procedure with the long term average of the simulations for any given month. Such a study has not as yet been performed.

Use of an insolation distribution to approximate a distribution in array output also is not completely correct. In particular, temperature variation within a month causes changes in solar cell efficiency and so affects the distribution of array
output. This effect is ignored by using strictly an insolation distribution.

Another obvious source of error in the simplified procedure lies in the cosine fit for the array power output. Individual poor days do not have cosine-like daily distributions although, averaging the poor days over the month, it may appear that they do. This is probably the largest source of error for winter months.

There is also an uncertainty in specifying storage capacity in energy units. Both the charging and discharging voltages enter into the determination of the energy capacity of the batteries. Since these voltages vary during the course of system operation, it is difficult to precisely estimate the energy storage capacity from the rated capacity in amp-hrs. Two schemes have been used to estimate effective energy capacity. The first of these uses the storage efficiency value 0.87, determined from simulation results with a nominal 2.0 volt battery voltage for converting amp-hrs to W-hrs. The second approach employs the well-defined open circuit battery voltage, 2.175 volts, with a nominal storage efficiency of 0.80. The two procedures yield equivalent estimates of the solar fraction and differ only in the apportionment of losses due to dumping and storage inefficiencies.

4.5.2 Interaction on Successive Days

One other phenomenon poses difficulties for the simplified procedure. Consider a system with $Q_e/L = 1$ and large storage capacity during a low $K_T$ month. Cloudy days within the month result in generation which satisfies less than the full load, while clear days convert more than enough energy to meet the daily load. The load on a clear day then is completely satisfied and, in addition, storage may be filled to where it is not completely depleted by sunrise of the following day. If the following day is also clear, the system will again store energy. However, because
storage is already partly filled, the available storage is less than on the previous day, and more energy must be dumped.

This 'end-of-the-day dumping' is the situation presumed in the simplified procedure. Constraining the solar fraction to not exceed unity effectively requires that no energy produced on one day be used on the next. However, if the representative good day solar fraction (i.e., the largest $f_{e,n}$ of the 3-day distribution) is near unity, then some of the 'better' good days contribute $f_{e,n} > 1$ to its value. The procedure imposes the constraint only on the representative $f_{e,n}$ and not on the 'better' good day $f_{e,n}$'s; hence, the good day fraction is higher than if the constraint were strictly imposed. Including additional days in the distribution allows the constraint on the solar fraction to be more completely enforced.

For the same system as above, if a clear day is followed by a cloudy day, part of the production of the clear day contributes toward satisfying the cloudy day load. When such interaction on successive days occurs, the constraint on $f_e$ is not valid. Since enforcing the constraint tends toward conservative estimates of system performance, however, the recommended procedure is to enforce it as strictly as possible. Thus, predictions for which the good day fraction is greater than about 0.95 should be viewed as optimistic and consideration should be given to using more than a 3-day distribution in order to permit stricter enforcement of the constraint on solar fraction.

4.5.3 High $K_T$ Months

In months with high $K_T$, the 3-day distribution offers little advantage over a uniform day assumption. Hence, for $K_T > 0.65$, eq. (4.5) applied once using $Q_e/L$ gives results essentially equivalent to those obtained with the 3-day distribution calculation.
4.5.4 Varying Load Profile

The procedure developed here assumes that the load profile is uniform from day to day through a month. To estimate monthly performance in situations where the load profile varies (e.g., a weekend load which differs from that during the week) it is necessary to approximate monthly performance for each load shape and weight the results appropriately (e.g., weight the weekend results by 2/7 and those for the week days by 5/7).

4.5.5 Utility Sellback

The situation in which the utility serves as system storage, purchasing power which is not immediately needed and selling power when the array alone cannot satisfy the load, is merely a special case of the procedure already discussed. Here, the single-day direct fraction, that supplied directly by the array, is

\[ f_{e,n} = \left[ 1 - \frac{X_{S_n}}{Q_{e,n}} \right] \frac{Q_{e,n}}{L} \]  

(4.32)

The fraction of the output which is sold to the utility is just \( \frac{X_{S_n}}{L} \) and that purchased from the utility is \( (1 - f_{e}) \). These are readily computed on a monthly basis using the same 3-day procedure described previously. As shown in the results of Chapter 2, random fluctuations in the load do not significantly affect the monthly two-way energy flow, hence neglecting such fluctuations in the simplified procedure should introduce little additional error.

4.5.6 Alternative Procedures

Two alternative design approaches investigated in the course of this study showed promise, but ultimately proved to be inadequate. Both are empirical in that they rely strictly on simulation results. Both, also, arrive at estimates of system performance by approximating losses. In the first procedure, the total monthly losses (dumping plus storage losses), expressed as a
percentage of the monthly load, are plotted as a function of 
\( \text{XS}/L \), with the storage group \( S/\eta_A \) retained from Chapter 2 as a parameter. Figure 4.6 shows such a plot with linear least squares curves shown in lieu of simulation points. (The lowermost line in 
Fig. 4.5 represents cases with negligible dumping losses and displays, with simple manipulation, the 0.87 storage efficiency cited earlier.) In the second approach monthly dumping losses, normalized by \( \text{XS} \), are plotted as a function of the storage variable \( S/\text{XS} \). The standard deviation, \( \sigma_{H/H'} \), of daily total radiation on the horizontal from the monthly mean value is included as a parameter. Figure 4.7 shows this second alternative approach.

Both of these empirical approaches work reasonably well in predicting performance for months with large \( K_T \) (i.e., for months where there is little weather variation). Neither, however, adequately accounts for weather variations in months of low \( K_T \).

The first scheme does not consider day to day variation at all, but considers parameters based strictly on monthly mean values. This leads to errors in the solar fraction of as much as 25% (absolute) compared with the corresponding simulation results.

The second approach also uses monthly mean values but attempts to consider variations through the use of an additional monthly mean parameter, namely \( \sigma_{H/H'} \). This, however, does not recognize that weather variations of a given magnitude have a greater effect on the smaller of two systems even when the two systems have the same ratio of \( S/\text{XS} \). As a result, the second approach for correlating simulation results can yield poor results for low \( K_T \) months.

4.6 Summary

The results of Chapter 2 were used to discern parameters which characterize the interaction of PV system components. A practical
simplified design procedure for predicting the fraction of a given load supplied by solar was developed around these parameters and was shown to be adequate for most design purposes.

The technique, although perhaps laborious for hand calculations, has potential for adoption to hand-held programmable calculators. It certainly can be instituted on any small computer in a simple and computationally efficient manner.

The developed technique allows for assessing the impact of many design alternatives, such as array efficiency, array size, battery size, battery efficiency, power conversion efficiency, load shape and location. Since the technique uses cosine fits to the daily insolation profile it is restricted to flat arrays. However, other analytical shapes could be used to represent 2-D tracking systems.
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### Table 4.1
Summary of Procedure for Estimating System Performance

1. Compute \( \overline{Q}_{e,n}/\overline{L} \):

   Use \( \overline{K}_T \) and Fig. 4.4 to obtain a distribution of effective array outputs:
   \[
   Q_{e,n}/\overline{Q}_e, \quad n = 1, 2, 3
   \]
   Use these with known \( Q_e \) and \( \overline{L} \) to obtain:
   \[
   Q_{e,n}/\overline{L}, \quad n = 1, 2, 3
   \]

2. Compute \( XS_n/Q_{e,n} \):

   a) Approximate the instantaneous array output using a cosine fit:
   \[
   Q_{e,n}/\overline{L} = \frac{Q_{e,n}}{\overline{L}} \cdot \frac{\pi}{2(t_D - 1)} \cos \left( \frac{\pi(t - 12)}{(t_D - 1)} \right)
   \]

   b) Use the above output profile to compute \( XS_n/Q_{e,n} \) analytically, numerically or graphically:
   \[
   XS_n/Q_{e,n} = \frac{1}{Q_{e,n}/\overline{L}} \left\{ \text{pos} \int_{-24}^{\text{pos}} \frac{Q_{e,n}}{\overline{L}} - \frac{\overline{L}}{\overline{L}} \right\} dt, \quad n = 1, 2, 3
   \]

3. Compute \( \eta_b S/XS_n \):

   Use:
   \[
   \eta_b S/XS_n = \frac{\eta_b S}{(XS_n/Q_{e,n}) \cdot (Q_{e,n}/\overline{L}) \overline{L}}, \quad n = 1, 2, 3
   \]

4. Compute the monthly solar fraction:

   a) Use:
   \[
   f_{e,n} = \left\{ 1 + (XS_n/Q_{e,n}) \left[ \eta_b S/XS_n - 1 \right] \right\} \cdot Q_{e,n}/\overline{L}, \quad n = 1, 2, 3
   \]

   b) Average the results:
   \[
   f_e = \frac{1}{3} \sum_{n=1}^{3} f_{e,n}
   \]
<table>
<thead>
<tr>
<th>Location</th>
<th>0.6</th>
<th>1.0</th>
<th>0.6</th>
<th>1.0</th>
<th>0.6</th>
<th>1.0</th>
<th>0.6</th>
<th>1.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>Month</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S/A 0</td>
<td>0.374</td>
<td>0.411</td>
<td>0.330</td>
<td>0.349</td>
<td>0.459</td>
<td>0.404</td>
<td>0.330</td>
<td>0.349</td>
</tr>
<tr>
<td>Predicted Simulation</td>
<td>0.355</td>
<td>0.379</td>
<td>0.330</td>
<td>0.349</td>
<td>0.459</td>
<td>0.404</td>
<td>0.330</td>
<td>0.349</td>
</tr>
<tr>
<td>S/A 10</td>
<td>0.489</td>
<td>0.509</td>
<td>0.472</td>
<td>0.469</td>
<td>0.552</td>
<td>0.546</td>
<td>0.552</td>
<td>0.546</td>
</tr>
<tr>
<td>Predicted Simulation</td>
<td>0.472</td>
<td>0.490</td>
<td>0.472</td>
<td>0.469</td>
<td>0.552</td>
<td>0.546</td>
<td>0.552</td>
<td>0.546</td>
</tr>
<tr>
<td>Difference</td>
<td>-0.019</td>
<td>-0.038</td>
<td>-0.07</td>
<td>-0.07</td>
<td>-0.032</td>
<td>-0.04</td>
<td>-0.07</td>
<td>-0.07</td>
</tr>
<tr>
<td>Solar Fraction</td>
<td>0.391</td>
<td>0.412</td>
<td>0.331</td>
<td>0.349</td>
<td>0.460</td>
<td>0.405</td>
<td>0.331</td>
<td>0.349</td>
</tr>
<tr>
<td>Predicted Simulation</td>
<td>0.379</td>
<td>0.395</td>
<td>0.331</td>
<td>0.349</td>
<td>0.460</td>
<td>0.405</td>
<td>0.331</td>
<td>0.349</td>
</tr>
<tr>
<td>Difference</td>
<td>0.012</td>
<td>0.017</td>
<td>0.002</td>
<td>0.009</td>
<td>0.036</td>
<td>0.008</td>
<td>0.036</td>
<td>0.008</td>
</tr>
<tr>
<td>Difference (%)</td>
<td>3.03</td>
<td>3.17</td>
<td>0.63</td>
<td>2.22</td>
<td>7.46</td>
<td>1.92</td>
<td>7.46</td>
<td>1.92</td>
</tr>
<tr>
<td>% Difference</td>
<td>-0.024</td>
<td>-0.024</td>
<td>-0.041</td>
<td>-0.041</td>
<td>-0.022</td>
<td>-0.022</td>
<td>-0.022</td>
<td>-0.022</td>
</tr>
<tr>
<td>% Difference (%)</td>
<td>-1.29</td>
<td>-1.29</td>
<td>-1.29</td>
<td>-1.29</td>
<td>-1.29</td>
<td>-1.29</td>
<td>-1.29</td>
<td>-1.29</td>
</tr>
</tbody>
</table>

Comparison of Results from Simplified Procedure with Simulation Results

Table 4.2
Figure 4.1 Pictorial Representation of the System Parameters $\dot{Q}_e$, $\dot{L}$, XS, and S.
Figure 4.2 Apportionment of Effective Array Output on an Arbitrary Day.
Figure 4.3 Generalized Distribution of Daily Total Radiation on a Horizontal Surface for Various $K_T$. 
Figure 4.4 Daily Effective Array Output as a Function of $\bar{K}_T$ (3-Day Distribution).
Figure 4.5 Comparison of Simulated Monthly Average Effective Array Output with Cosine Approximation for Albuquerque in June and December.
Figure 4.6 Alternative Design Procedure. Linear Least Squares Plots of Simulation Results Showing Total Losses as a Function of Monthly Mean $\overline{XS}$ and the Storage Parameter, $S/\bar{n}A$. 
Figure 4.7 Alternative Design Procedure. Simulated Monthly Dumping Losses as a Function of Monthly Mean Values of $S/\bar{X}S$ and $K_T$. 
5.0 SIMPLIFIED METHOD FOR CLAMPED-VOLTAGE SYSTEM PERFORMANCE

All the simulations mentioned in the previous chapter are of systems operating in the max-power mode in which the voltage imposed on the photovoltaic array is dynamically adjusted to give the maximum power output at any given insolation and temperature. The other mode of operation, to be discussed in this chapter, is called the "clamped-voltage" mode. For systems operating in this mode, the array is in parallel with the battery; their voltages are "clamped" to one another. The array voltage can no longer be varied independently of that of the battery in order to obtain the maximum power possible; therefore, the power output in this mode is less than in the max-power mode. Estimation of this reduced power output is the subject of this chapter.

5.1 Photovoltaic Cell and Battery Model

5.1.1 Photovoltaic Cell Model

The difficulty encountered in simulation of the clamped-voltage mode is that electrical power produced by the array is no longer related to the insolation by the simplified max-power efficiency relationship of eq. (2.4). The complete current-voltage (I-V) curve and its dependence on insolation and temperature must be expressed in some functional form.

Perhaps the most common method is to represent the cells as single or multiple diodes in parallel with direct current sources (Ref. 5.1). Although this method is suitable for computer simulation (Ref. 5.2), the equations which must be solved are too cumbersome for any simplified design.

More reasonable and straightforward is the set of equations given by:
These allow the determination of cell current \( (I_c) \), for a given cell voltage \( (V_c) \), cell temperature \( (T_c, C) \), and insolation \( (Q_{sc}, \text{kW/m}^2) \). Here the constant values of the \( C_i \)'s and \( T_{ri} \)'s are chosen to fit the data for a particular cell. The first two equations in (5.1) represent reasonable dependencies for the max-power voltage and current (Ref. 5.3), respectively, while the last three equations follow from the work of Lindmayer (Ref. 5.4). The third equation is merely an expression for what is commonly called the thermal voltage.

The work which follows presents some results for two different types of cell I-V curves distinguished as 'CV1' and 'CV2'. These two cells differ primarily in their fill factor defined as

\[
ff = \frac{V_{mp} \cdot I_{mp}}{(V_{oc} \cdot I_{sc})}
\]

The CV1 cell has a poorer fill factor than CV2 which means that it has a less 'boxy' I-V curve. The power versus voltage curve is thus a less peaked curve for CV1 than for CV2. This will be apparent in the results that follow.

The values of the \( C_i \)'s and \( T_{ri} \)'s for CV1 and CV2 cells are given in Table 5.1. The CV1 cells are intended to represent a particular flat plate cell that may be commercially available.
The eight parameters for CV2 were chosen by least-squares fitting to duplicate Spectrolab concentrator cells as they had been modeled by the subroutine SOLCEL in TRNSYS-compatible photovoltaic subroutines (Ref. 5.2). The value of $T_{R2}$ so chosen, 291 C, is close to the expected theoretical value of 273 C, but the former gives a better fit to the empirical data for the Spectrolab/SOLCEL cells.

It should be pointed out that often a designer is not concerned with individual cell I-V curves but rather array I-V curves. This does not change the approach being described here. $V_c$, $I_c$, $V_{oc}$, $I_{sc}$, $V_{mp}$, and $I_{mp}$ are then interpreted as array voltages and currents, $Q_{sc}$ becomes insolation on the array and the $C_i$'s take on new values in eqs. (5.1).

5.1.2 Battery Model

The Hyman or modified-Shepherd battery model has been used here. It is described briefly in Section 2.3 and in more detail in Refs. 5.2 and 5.5.

5.2 Dependence of Array Output upon Ratio of Solar Cells to Battery Cells

If the voltage difference across the terminals of a battery cell were constant, say $V_b$, and if the max-power voltage for each photovoltaic cell were fixed at $V_{mp}$, then the optimum number of solar cells in series per battery cell in series would simply be

$$SR^* = \frac{V_b}{V_{mp}}, \quad (5.3)$$

where $SR$ is referred to as the series ratio and the asterisk denotes the optimum value.
In reality, variations with time of the insolation and solar cell temperature, upon which \( V_{mp} \) depends, and battery state of charge and current, upon which the battery voltage depends, greatly complicate prediction of the optimum series ratio, \( SR^* \). An optimum \( SR \) does exist under these conditions, but its determination can be difficult.

Selection of a solar cell to battery cell ratio, \( SR \), different from \( SR^* \) can lead to significant losses in array output. These "mismatch" losses are clearly depicted in Figs. 5.1 and 5.2 which give results of simulations for arrays CV1 and CV2 for various values of \( SR \). For these simulations the subroutine SOLCEL has been altered to use eqs. (5.1).

The data shown in Figs. 5.1 and 5.2 represent monthly results for four months throughout the Albuquerque TMY using the baseline load (See Section 2.1.7 or Fig. 2.2). In these simulations, the array area is fixed, but \( L_o \) is adjusted from month to month so that \( Q_e/L \) is always equal to 0.6, where \( Q_e \) is \( \eta_{pc} \) times array output for the same system run in the max-power mode. \( S/\eta A \) in these cases is 20 W-hr/(

The four short horizontal lines in each of Figs. 5.1 and 5.2 represent the normalized \( Q_{ae} \) (max-power) values for the four months graphed. The \( Q_{ae} \) results are independent of the battery and load and consequently are independent of \( SR \).

The array, battery and load all interact in the battery-clamped mode. Thus, the results are system and load dependent, and the figures indicate the strong variation of \( Q_{ae,cv} \) with \( SR \). However, \( Q_{ae,cv}^* \), the maximum value of \( Q_{ae,cv} \) is within 2% of \( Q_{ae}^* \).

---

The curves in Figs. 5.1 and 5.2 have been normalized with respect to the June \( Q_{ae} \)
Figs. 5.1 and 5.2 also show that \( SR^* \) (i.e., the \( SR \) corresponding to maximum electrical energy output) varies from month to month due to the different cell operating temperatures and different insolation levels from one month to another. Of these two effects, cell operating temperature is the more significant.

If the system were wired for best operation in December (i.e., \( SR^* = 5.3 \) for CV1 or 4.6 for CV2), then mismatch losses would be non-negligible in June (i.e., 6% loss for CV1 or 9% loss for CV2). On the other hand, if the system were arranged to give best performance in June, then mismatch losses would be small for the other months, including December. This is because: (1) June has the highest value of \( SR^* \) (the cells are typically warmest in June and have the lowest \( V^* \)) and (2) the \( \eta_{ae,cv} \) vs \( SR \) curves are asymmetric, with the \( SR > SR^* \) portions much less steep than the segments for \( SR < SR^* \).

The computer simulation required for the results in this section can involve considerable expense. For each system configuration (i.e., array size, battery size, and load) simulations need to be run at a number of \( SR \)'s in order to define performance curves like those in Figs. 5.1 and 5.2. In addition to the expense involved in design based upon computer simulation, the difficulty in assembling a TRNSYS data deck, particularly for the inexperienced programmer, should not be underestimated.

Sections 5.3 and 5.4 discuss two approaches for estimating system performance which are easier to use than TRNSYS simulations. The non-computer-based approach of Section 5.3 was ultimately unsuccessful, but the method of Section 5.4, although computer-based, yielded high accuracy in a preliminary validation study.
5.3 Non-Computer-Based Prediction Method

5.3.1 Prediction of Performance as a Function of SR for a Given SR*

The shapes of the performance curves in Figs. 5.1 and 5.2 are a result of the solar cell I-V curves and their variation with cell temperature and insolation throughout the month. It is not unreasonable to expect, however, that the most important I-V curve is the one corresponding to average midday cell temperature and average midday insolation. Certainly electrical energy production is greatest near midday since that is typically the time of highest insolation. This period of the day would then contribute most significantly to the total electrical energy production for the month. This reasoning then forms the crux of the hypothesis on which the work described in this section is based. Simply stated, the hypothesis is that once SR* and $Q_{ae,cv}$ are known, monthly average midday temperatures and insolation can be used to determine the performance curve of $Q_{ae,cv}$ vs SR.

This hypothesis has been validated for 8 different systems (various $Q_e/L$, $S/\eta A$ combinations) using CV1 cells and 4 different systems using CV2 cells. The monthly average midday temperature and insolation values are obtained from the results presented in Chapter 3. These are then used in eqs. (5.1) to obtain the midday I-V curve. The following example is included to show both the validity of the hypothesis and all the steps required:

Example: Albuquerque, March TMY

$SR^* = 5.6$ assumed known (taken from TRNSYS simulations)

$K_T = 0.664$ (from March TMY data)

$\theta = 35^\circ$

CV1 cells
Array: Flat-Plate (south facing)
\[ s = \phi = 35^\circ \text{ (array tilt equal to latitude)} \]
\[ \tau = 0.88 \]
\[ \rho = 1 \]
\[ \alpha = 0.77 \]
\[ K_e = 72 \text{ kJ/(hr}\cdot\text{m}^2\cdot\text{C}) = 0.02 \text{ kW/(m}^2\cdot\text{C}) \]
\[ A_{cell} = 0.007854 \text{ m}^2 \]

Midday Insolation (Monthly Average)

From Fig. 3.18: \[ Q_s(12) = 0.929 \text{ kW/m}^2 \]
From Table 3.2: \[ (s_M-s) = (s_M-\phi) = 3^\circ \]

Since Fig. 3.18 assumes an optimum tilt, a cosine correction is made to yield the insolation on this non-optimum tilt. The parameters shown in Table 5.1 for the CV1 cells produce a cell I-V curve as opposed to an array I-V curve. Therefore, the insolation must be multiplied by the encapsulant transmittance before it is used in eqs. (5.1). If an array I-V were being studied, \( \tau \) would be set to 1.0.

\[ Q_{sc}(12) = Q_s(12) \cdot \tau \cdot \cos(s_M-\phi) = 0.816 \text{ kW/m}^2 \]

Midday Cell Temperature, Voltage and Power (First Iteration)

From Fig. 3.6a
\[ K_e(T_c-T_a)/(\alpha \rho) = 3.517 \text{ MJ/(m}^2\cdot\text{hr}) \]

Then
\[ \frac{T_c - T_a}{\alpha \rho} = 3.517 \text{ K e} \]

Also
\[ C_f = \cos(s_M-\phi) = 1.0 \]

---

\(^2\)The need for and purpose of iteration is described in Chapter 3
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\[ T_M = 6.8 \, \text{C.} \]

Then the monthly average midday cell temperature, \( T_c \), is given by\(^3\):

\[ T_c = C_f \frac{(T_c - T_a)}{T_c - T_a} + T_M + 3 = 47.6 \, \text{C.} \]

For CV1 cells, eqs. (5.1) yield:

\[ V_{mp} = 0.396 \, \text{V} \]

\[ P_{mp} = 0.741 \, \text{W} \]

and

\[ \eta = \frac{P_{mp}}{[\dot{Q}_{sc}(12) \cdot A_{cell}]} = 0.116 \]

**Midday Cell Temperature, Voltage, and Power (Second Iteration)**\(^4\)

\[ \frac{T_c - T_a}{T_c - T_a} = 3.517 \cdot \frac{\rho(u-\eta)}{K_e} = 32.2^\circ\text{C} \]

\[ T_c = C_f \frac{(T_c - T_a)}{T_c - T_a} + T_M + 3 = 42.0 \, \text{C} \]

\[ V_{mp} = 0.410 \, \text{V} \]

\[ P_{mp} = 0.758 \, \text{W} \]

These values of midday cell temperature and insolation are then used in eqs. (5.1) to obtain the P-V curve shown in Fig. 5.3.

---

\(^3\)It is assumed here that \( T_M + 3 \) is representative of monthly average midday ambient temperature.

The next step in deriving a $Q_{ae,cv}$ vs. SR curve is to rescale the vertical axis in Fig. 5.3 as is done in Fig. 5.4. Here it is assumed that $Q_{ae,cv}$ is directly proportional to the power output by a single cell at midday on an average day, or

$$\frac{Q_{ae,cv}}{P} = \frac{P}{P_{mp}}$$

Thus the ordinate in Fig. 5.4 is both the dimensionless midday power output and the predicted dimensionless $Q_{ae,cv}$.

With $V_{mp}$ calculated under average midday conditions, it is assumed that the typical cell voltage at noon is inversely proportional to the series ratio, i.e.

$$\frac{V}{V_{mp}} = \frac{SR^{*}}{SR}$$

or

$$SR = SR^{*} \cdot \frac{V}{V_{mp}}$$

Eq. (5.6) is used in going from voltage as the abscissa in Fig. 5.3 to SR on the horizontal axis in Fig. 5.4. $SR^{*}$ is taken to be 5.6, which simulations found to be the optimum series ratio in March in Albuquerque, for a system with $Q_e/L = 0.8$ and $S/\eta A = 20.3$ W-hrs/(%·m²).

Replotting to restore a uniform scale on the horizontal axis for the data of Fig. 5.4 gives the dashed performance curve shown in Fig. 5.5. The results of TRNSYS simulations are given by the solid curve in the same figure. The two curves are almost identical for $SR > 5$.

The change of scale and replotting procedure used in going from Fig. 5.3 to 5.5 clearly shows that: (1) the steep side of the $Q_{ae,cv}$ vs SR curve corresponds to the steep side of the P-V solar cell curve, and (2) the inflection on the right side of the
curve is due to the change of scale on the abscissa from V units to SR units.

Finally, prediction of array output from the dimensionless ordinate in Fig. 5.5 requires knowledge of $Q_{ae, cv}^*$. Figs. 5.6 and 5.7 indicate that

$$\bar{Q}_{ae, cv}^* = 0.98 \bar{Q}_{ae}. \quad (5.7)$$

If an estimate of $Q_{ae}$ is available (e.g., from the procedure of Chapter 3), then $Q_{ae, cv}^*$ can be predicted.

The technique described in this section lumps clamped-voltage system considerations, particularly the photovoltaic array–battery interactions, into the parameter $SR^*$, the choice of which will be discussed in the next section.

5.3.2 Prediction of $SR^*$

In this sub-section a method for predicting the monthly optimum SR is described. It does not rely on the use of computer calculations, but has been found to be erratic and thus, unreliable. A description of the approach is included here in order to show that a complete, non-computer-based method has been attempted and to justify use of the computer-based method of Section 5.4.

A simple approach for determining $SR^*$ would involve the use of eq. (5.3) if an appropriate battery voltage and solar cell max-power voltage could be determined. Since the procedure of Section 5.3.1 worked well using midday I–V curves, a similar approach was attempted here. $V_{mp}$ was chosen in the manner demonstrated in the example of that section. Attempts were then made to determine $V_b$, battery voltage, for the monthly average midday conditions.
Battery voltage at any time of the day depends on the battery charging (or discharging) current and state of charge. (The systems and loads used here typically resulted in battery charging rather than discharging at midday.) $V_b$ can thus be determined from estimates of midday values of these quantities. Unfortunately, these are difficult to predict.

A fairly complicated procedure was developed to estimate battery current and state of charge. It first uses the prediction of $P_{mp}$ at noon to give a value of $Q_e$ at noon and also to generate a cosine curve for $Q_e(t)$, in a method resembling that of Chapter 4. From these values and $L(t)$, an XSS at noon and an integrated XSS from sunrise to noon were determined. Division by the storage capacity and other factors yielded the midday current and state of charge, respectively.

For some systems this approach gave estimates of $V_b$ and thus, $SR^*$ [see eq. (5.3)] which are close to the values from simulation results. However, this is not generally the case; the method is highly erratic.

The difficulty is due to the basic problem of predicting photovoltaic array-battery interactions. Estimating battery behavior is difficult even in the max-power case, when array output is independent of battery fluctuations. In the clamped-voltage mode, prediction is further complicated by the 'feedback' from battery to array. A simplified design procedure akin to those described in Chapters 3 and 4 does not appear to be feasible for estimating performance of a clamped-voltage system.

5.4 Computer-Based Prediction Method

The results of the previous section indicate that: (1) a technique capable of handling array-battery interactions is necessary in order to predict clamped-voltage system performance,
and 2) use of estimates of cell temperature and insolation at noon is justified to a certain extent. These conclusions suggested the development of the computer program to be described in this section. The program accurately reproduces curves such as those in Figs. 5.1 and 5.2, but with a reduction in computer time by a factor of about 25 in comparison with TRNSYS simulations. It should also be much easier to use in design applications than a detailed program like TRNSYS.

A flowchart for the new algorithm is given in Fig. 5.8. The program essentially simulates a given clamped-voltage system (fixed array size, battery size, and load) with a given SR during three representative days of a month. As indicated in the figure, the primary inputs are the quantities $T_M$, $K_T$, and $Q_s$, along with the load profile $L(t)$. A listing of the program is not included here since the program is presently not in a state that would allow easy use by others.

The flowchart is explained from the bottom up (from the simple to complex) in the remainder of this section, emphasizing the four concepts embodied in the procedure: (1) simulation of clamped-voltage system performance during a single day, (2) approximation of daily insolation and PV cell temperature profiles by cosine curves, (3) prediction of the peaks of each of these curves, and (4) representation of day-to-day variations in insolation during a month by the insolation patterns on three statistically determined days.

Step 4 of the Fig. 5.8 flowchart simulates a day's operation of a clamped-voltage system by the same iterative procedure used in TRNSYS. At each time step, the inputs $T_c(t)$ and $Q_{sc}(t)$ enter the CV1 or CV2 cell eqs. (1), thereby fixing a solar cell I-V curve. The program combines this information with a value of $L(t)$ and with the Hyman model for $V_b = V_b(I,F)$ to match the array and battery voltages. This process is repeated hourly.
Because the program need only determine the array output, \( Q_{sc,cv} \), it only simulates the daylight, power-producing hours. Other simplifications make the program much more tractable and less expensive to run than a general TRNSYS simulation. For example, it is assumed that the battery rarely discharges during the daylight hours, so only the charging portion of the Hyman battery model is included in the program.

\( T_c(t) \) and \( Q_{sc}(t) \), the functions input to step 4 of the program, are determined in step 3. Estimates of the peak of the insolation, \( Q_{sc}(12) \), and of the total daily insolation, \( Q_{sc} \), specify an insolation cosine curve. An "effective daylength," \( t_{De} \), is then found. This value plus a prediction of the noontime cell temperature, \( T_c(12) \), yield a cosine approximation for \( T_c(t) \).

The only location considered thus far with regard to clamped-voltage system performance is Albuquerque. Based upon TMX data for this city, TRNSYS-generated average daily insolation and temperature profiles for any month are shifted to the right, with their peaks occurring after 12:00 noon. In the case of the insolation, the shift is apparently due to cloud patterns in Albuquerque. The peak of cell temperature curves occurs at an even later time because of the rise in ambient temperature during the early afternoon.

The phase shift in cell temperature is presently accounted for in the program only by introduction of a time lag of one-half hour after solar noon in the \( T_c(t) \) profile. This 30 minute interval approximates the delay found in the monthly outputs of several TRNSYS simulations. The insolation curves have not been shifted.

The peaks of the \( T_c(t) \) and \( Q_{sc}(t) \) profiles are determined in step 2 of the program by the method analogous to that of Chapter 3 and described via the example in Section 5.3.1.
Step 1 also uses previous results to select three values of the insolation multiplier, $C_s$. For a given $K_T$, the values are read directly off the vertical axis of the three-day insolation distribution, Fig. 4.4. $C_s$ then multiplies $Q_{sc}(12)$ and $Q_s$ to give estimated peak and total insolation values on each of three representative days from a given month.

The computer program which implements the flowchart of Fig. 6 is structured to run three times in succession, once for each of the three values of $C_s$. The three resulting values of $Q_{ae, cv}$ are then averaged to give $Q_{ae, cv}$.

The entire scheme is repeated for incremental SR to yield predictions of $Q_{ae, cv}$ vs. SR such as those shown in Fig. 5.9. Comparison with TRNSYS results demonstrates the high accuracy of the simplified program. Depicted are the results for the months of June and December, but comparably close agreement holds for March and September data as well.

Because these studies are only for a certain size system, load profile, and location, the results are only preliminary validations of the simple program. However, the high accuracy achieved thus far and the apparent adaptability of the program (e.g., for various load distributions) point toward continued utilization of the method and perhaps to its eventual use in actual clamped-voltage system design.
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Table 5.1

Constants Used in Eqs. 5.1 for Determining I-V Curves

<table>
<thead>
<tr>
<th>CONSTANT</th>
<th>Cells</th>
<th>UNITS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CV1</td>
<td>CV2</td>
</tr>
<tr>
<td>$C_1$</td>
<td>0.452</td>
<td>0.459</td>
</tr>
<tr>
<td>$C_2$</td>
<td>0.00251</td>
<td>0.00236</td>
</tr>
<tr>
<td>$C_3$</td>
<td>0.031</td>
<td>0.0246</td>
</tr>
<tr>
<td>$C_4$</td>
<td>2.200</td>
<td>0.104</td>
</tr>
<tr>
<td>$C_5$</td>
<td>0.0038</td>
<td>-0.00004</td>
</tr>
<tr>
<td>$C_6$</td>
<td>0.0002</td>
<td>8.47x10⁻⁵</td>
</tr>
<tr>
<td>$T_{r1}$</td>
<td>28.</td>
<td>51.3</td>
</tr>
<tr>
<td>$T_{r2}$</td>
<td>273.</td>
<td>291.</td>
</tr>
</tbody>
</table>
Figure 5.1 Normalized Monthly Performance vs. Series Ratio, CV1 Cells, $Q_e/L = 0.6$, $S/\eta A = 20$ W-hrs/(%m$^2$).
Figure 5.2 Normalized Monthly Performance vs. Series Ratio, CV2 Cells, $\bar{Q}_{e/L} = 0.6$, $S/\bar{N}A = 20$ W-hrs/($\%m^2$).
Figure 5.3 Power Output vs. Cell Voltage for a CV1 Cell at Midday on an Average March Day in Albuquerque.

Figure 5.4 Normalized Array Output or Cell Power vs. Series Ratio, Obtained by Rescaling Fig. 5.3 \((SR^* = 5.6)\).
Figure 5.5 Normalized Array Output vs. Series Ratio, from TRNSYS Simulations and from Linearizing the Scale of Fig. 5.4. $\bar{Q}_{e}/L = 0.8$, $S/\bar{\eta}A = 20.3$ W-hrs/(\%m$^2$)
Figure 5.6 Optimum Clamped Voltage Array Output vs. Max-Power Array Output, CV1 Cells, Normalized by Maximum $\bar{Q}_{ae}$. 
Figure 5.7 Optimum Clamped Voltage Array Output vs. Max-Power Array Output, CV2 Cells, Normalized by Maximum $\bar{q}_{ae}$. 

Slope: 0.97
Figure 5.8 Information Flow Diagram of Average-Day Simulation Program for Clamped-Voltage Systems.
Figure 5.9 Comparison of TRNSYS and Average-Day Program Simulation Results.
6.0 DISCUSSION, CONCLUSIONS AND SUMMARY

The findings of this study are reviewed and discussed in the first four sections of this chapter. The last section includes an example of array and battery sizing for a PV system in two locations.

6.1 Simulation Results

The simulation results discussed in Chapter 2 have been found to correlate well using the parameter $\bar{Q}_e/\bar{L}$ along with either $S/\bar{\eta}A$ or $S/\bar{\eta}AQ$. $\bar{Q}_e/\bar{L}$ is the ratio of monthly average daily array output (multiplied by the power conversion efficiency) to the monthly average daily electrical load. $S/\bar{\eta}A$ is the ratio of storage capacity to effective array area while $S/\bar{\eta}AQ_s$ is the ratio of storage capacity to array output. For a given location, $S/\bar{\eta}AQ_s$ is a better parameter than $S/\bar{\eta}A$ when array tilt is used to vary the insolation on the array. The parameter $S/\bar{\eta}A$ is very useful when considering optimally tilted arrays or when comparing results for two different locations that have similarly tilted arrays (i.e., tilts that vary from optimum for each location by a fixed increment).

For optimally tilted or similarly tilted arrays, the parameter $S/\bar{\eta}A$ collapses the data for many locations onto nearly single curves for equivalent $\bar{Q}_e/\bar{L}$, a given load shape and equal daylengths. The result is analogous to an $f$-Chart (Ref. 6.1) and yields the fraction of the electrical load supplied by the PV system as a function of array size and battery size, for a given diurnal load shape and time of year (daylength).

Such an $f_e$-Chart shows that storage sizes greater than that determined from $S/\bar{\eta}A \sim 50$ W-hrs/(%·m²) do not improve system performance. For example, for 100 m² of 10% efficient array, battery sizes in excess of 50 kW-hrs would never be warranted, regardless of daylength, geographical location, or, within reason, diurnal load shape. Below $S/\bar{\eta}A = 50$ W-hrs/(%·m²), both daylength and load shape become increasingly important in determining $f_e$. The knees
of the $f_e$ versus storage curves depend on both $Q_e/L$ and load shape. But, they typically occur in the range of 20 to 30 W-hrs/($%\cdot m^2$). These two criteria are useful design "rules of thumb" with regard to storage capacity.

The load shape referred to above is the monthly average diurnal shape. Obviously, the better the match between the load and the array output, the higher the solar fraction. However, this study has found that random fluctuations on this load shape have little effect on system performance even for the case of no storage. This information should make simplified design techniques more useful.

Three different battery models were considered in the simulations, but were found to have little effect on overall system performance. Temperature effects were not included in this study, because little data exist on the temperature dependence of battery performance. Available data suggest that batteries which operate in cold environments would have significant decreases in performance.

Although the simulations conducted here (or any finite number of simulations) provide useful insight into system operation and sensitivity and a few useful "rules of thumb," they do not provide a useful tool to the designer for specific applications. For that purpose one needs a fairly general simplified design technique that can accommodate arbitrary load shapes and daylengths. Such techniques were discussed in Chapters 3, 4 and 5 of this report, and are reviewed in the following sections.

6.2 Simplified Procedure for Predicting Array Output

A simplified procedure for predicting array monthly electrical output was developed in Chapter 3. It works for flat arrays and 2-D tracked systems which are passively cooled and max-power tracked. The procedure, estimates a monthly average array efficiency which can be multiplied by the monthly array insolation to yield monthly electrical production.
Input information needed by a designer consists of mean monthly temperature, monthly $K_T$ values and wind speed data for the intended location of the array, monthly collector tilts (for a flat array) and some reference information on the arrays. This reference information includes a reference efficiency at a reference temperature and either the thermal conductance between the cells and the ambient or the array NOCT.

The procedure is extremely accurate and easy to use. Although it can be carried out by hand, it can also be programmed on a hand-held calculator for improved ease of use.

Procedures for calculating insolation on the array were not studied here since both calculation schemes and tabular data are available in the solar field.

6.3 Max-Power Tracked System Results

In Chapter 4, a simplified design procedure was developed which estimates monthly overall performance of a PV system having a passively cooled flat PV array. The procedure considers the effects of limitations in storage capacity (including no storage) and equivalent "round trip" battery storage efficiencies as they reduce the portion of the array output which eventually reaches the load.

The procedure uses long term distributions of daily insolation of the type first introduced by Liu and Jordan (Ref. 6.2) to obtain an expected distribution of daily array energy production. This distribution, which accounts for the effect of day to day variations on system performance, is used to characterize array performance on three separate days: a good day, a mediocre day and a poor day. The instantaneous power output of the array is reconstructed through the use of a cosine fit based on daylength and the total array output on each of the three days.
The daily interaction between the array output and the load can be calculated from knowledge of only a few monthly mean values. The method requires specification of a daily electrical load profile, battery storage capacity and efficiency along with mean monthly daylength, mean monthly array output (from Chapter 3), and the \( K_T \) value for the month and location under consideration. It is not restricted to specific load shapes, avoids the need for extensive weather data, and does not require use of a digital computer. It has potential for adoption to hand-held calculators.

Based on comparisons with detailed computer simulation results, the simplified method yields estimates to within a standard deviation of 2.6% (absolute).

6.4 Battery or Voltage-Clamped System Results

Photovoltaic array output from a clamped-voltage system can be considerably less than that from a max-power tracked system with an array of equal area. Reduced output for the battery-clamped case results mainly from improper choice of SR, the number of solar cells in a series per battery cell in series. However, a clamped-voltage system with optimum series ratio, \( SR^* \), can produce approximately 98% of the power output by the same size system operated in the max-power mode. Since the value of \( SR^* \) varies from month to month, the main thrust of this work was to predict \( SR^* \).

Estimation of \( SR^* \) by means of a simplified design procedure akin to those developed for max-power tracked array and system outputs does not appear to be feasible, because a very simple method cannot reliably predict array-battery interactions. Instead, a computer program has been developed which essentially simulates the operation of the system during three representative days in the given month. A value of monthly energy production is obtained for each SR used in the program.
The resulting plots of monthly energy production versus SR compare favorably with TRNSYS simulation results in terms of estimates of \( Q_{ac,cv} \) and SR, on the basis of a preliminary validation study. Further testing and development of the program should lead to a simple, inexpensive, and accurate method of clamped-voltage system design.

### 6.5 A Sizing Example in Phoenix and Madison

A commercially available silicon flat array is considered here as an example of using available data and selecting system sizes. A summary of the specifications available in the manufacturer's data is given in Table 6.1.

From items 1 and 2 in Table 6.1 and eq. (3.5), it can be determined that

\[
\beta = 0.0039 \text{ C}^{-1}
\]

Items 1 and 3 in Table 6.1 and eq. (3.5), along with \( \beta \) from above, can be used to show

\[
\gamma = 0.117.
\]

Items 1 and 4 in Table 6.1 and eq. (3.5), along with \( \beta \) from above, yield

\[
\gamma = 0.092.
\]

This discrepancy in \( \gamma \) results in an extremely small uncertainty in any \( \eta \) that might be desired. Although \( \gamma \) could be neglected in eq. (3.5) without significant loss of accuracy, the value of 0.117 will be used here.
Consider placing these arrays in Phoenix, AZ, and Madison, WI, in order to satisfy 50% of a September average daily load of 35 kW-hrs/day distributed diurnally much like the baseline load discussed in Section 2.1.7. The arrays are south-facing and tilted at the local latitude (33.4° in Phoenix and 41.9° in Madison).

There are several combinations of array size and battery capacity which will yield an $f_e$ of 0.5 but $Q_e/L = 0.6$ and $S/\eta A = 20$ W-hrs/(%/m²) will be used here for demonstration (see Fig. 2.7). A straight-through power conversion efficiency ($\eta_{pc}$) of 90% will be considered. The array areas and battery sizes that are necessary in the two chosen locations will be determined.

**Phoenix:** For September, SOLMET data give a long term $\bar{K}_T = 0.709$. Then from Fig. 3.21

$$\bar{T}_c - T_a = [0.274 + 1.04 \bar{K}_T] (T_{NOCT} - T_{a,NOCT})$$

$$= [0.274 + 1.04(0.709)] (45 - 20)$$

$$= 25 \, ^\circ C.$$  

This value needs no tilt correction since the tilt is nearly optimum for the month and $C_f \approx 1.0$.

Also, Fig. 3.8 gives

$$\log_{10} Q_s = 0.12.$$  

For September and Phoenix

$$T_M = 31 \, ^\circ C.$$  

Equation (3.23a) now yields
SOLMET data also show for a latitude tilt in September

\[ Q_s = 25.7 \text{ MJ/(day}\cdot\text{m}^2) \]

\[ = 7.14 \text{ kW-hrs/(day}\cdot\text{m}^2). \]

Thus, to produce a \( \eta_e/L = 0.6 \), an array area of

\[ A = 0.6 \frac{L}{[\eta_pc \eta Q_s]} \]

\[ = 0.6(35)/(0.9(0.086)7.14) \text{ m}^2 \]

\[ = 38 \text{ m}^2 \]

would be required. To obtain an \( S/\eta A = 20 \text{ W-hrs/}% \cdot \text{m}^2 \), a storage capacity of

\[ S = 20 \eta A \]

\[ = [20 \text{ W-hrs/}% \cdot \text{m}^2](8.58\%) (38 \text{ m}^2) \]

\[ = 6500 \text{ W-hrs} \]

would be required.
In Madison, for September, $K_T = 0.509$ and $T_M = 15 \, \text{C}$.

Then

$$\frac{(T_c - T_a)}{T_c} = 20 \, \text{C}$$

$$\log_{10} Q_s = 0.27$$

$$\eta = 0.092 = 9.2\%$$

Also for a latitude tilt

$$Q_s = 17.1 \, \text{MJ/(day}\cdot\text{m}^2)$$

$$= 4.75 \, \text{kW-hrs/(day}\cdot\text{m}^2)$$

Therefore

$$A = (0.6)(35) / [0.9(0.092)(4.75)] / (0.9)(0.092)(4.75) = 53 \, \text{m}^2$$

and

$$S = 20 \times 9.2 \times (53) \, \text{W-hrs}$$

$$= 9750 \, \text{W-hrs}$$

Notice that, for the same $Q_e / L$, the array area scales inversely with the product of monthly average efficiency and array insolation, since

$$\eta_{Phx} A_{Phx} Q_s,Phx = \eta_{Mad} A_{Mad} Q_s,Mad$$

Also note that, for a given $S/\eta A$, the storage capacity scales with the product of the monthly efficiency and the array area or inversely with the array insolation, since
The results of Chapter 2 have been used here to conveniently predict system performance, but the simplified procedure outlined in Chapter 4 could be used if other months or other load shapes were to be considered.
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Table 6.1
Example of Manufacturer's Data

Array Size* 0.403 m²
NOCT (at 0.8 kW/m²)* 45°C

<table>
<thead>
<tr>
<th>Reference Condition</th>
<th>Cell Temp. °C</th>
<th>Insolation kW/m²</th>
<th>Max-Power* W (typical)</th>
<th>( \eta^\dagger ) (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>28</td>
<td>1.0</td>
<td>40</td>
<td>9.92</td>
</tr>
<tr>
<td>2</td>
<td>50</td>
<td>1.0</td>
<td>36.6</td>
<td>9.08</td>
</tr>
<tr>
<td>3</td>
<td>45</td>
<td>0.8</td>
<td>29.9</td>
<td>9.15</td>
</tr>
<tr>
<td>4</td>
<td>65</td>
<td>0.8</td>
<td>27.4</td>
<td>8.40</td>
</tr>
</tbody>
</table>

* Taken from manufacturer's data
\( \dagger \) Calculated from manufacturer's data
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